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The space (z, w, y) = (z) .L (w, y) is non-degenerate, being an orthogonal sum
of (z) and the hyperbolic plane (w, y) . It has an isometry such that

z~z, w~ -w, y~-y.

But v = !(z - w) is mapped on v' = !(z + w) by this isometry. We have
settled the present case.

We finish the proof by induction. By the existence of an orthogonal basis
(Theorem 3.1), every subspace F of dimension > 1 has an orthogonal de­
composition into a sum of subspaces of smaller dimension. Let F = F I .L F 2

with dim F I and dim F 2 ~ I . Then

aF = aF I -l aF2.

Let a I = a IF I be the restriction of a to F I ' By induction, we can extend a I to
an isometry

iii: E -+ E.

Then iil(Ff) = (a IF I )l . Since aF2 is perpendicular to aF I = aIFI, it follows
that aF2 is contained in iil(Ff). Let a2 = a1F2. Then the isometry

extends by induction to an isometry

The pair (ai ' <12 ) gives us an isometry of F I -l Ft = E onto itself, as desired.

Corollary 10.3. Let E, E' be finite dimensional vector spaces with non­
degenerate symmetric forms , and assume that they are isometric. Let F, F' be
subspaces, and let (F : F ~ F' be an isometry. Then (F can be extended to an
isometry of E onto E'.

Proof Clear.

Let E be a space with a symmetric form g, and let F be a null subspace.
Then by Lemma 10.1, we can embed F in a hyperbolic subspace H whose
dimension is 2 dim F.

As applications of Theorem 10.2, we get several corollaries .

Corollary 10.4. Let E be a finite dimensional vector space with a non­
degenerate symmetric form. Let W be a maximal null subspace, and let W' be
some null subspace. Then dim W' ~ dim W, and W' is contained in some
maximal null subspace, whose dimension is the same as dim W.
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Proof That W ' is contained in a maximal null subspace follows by Zorn 's
lemma. Suppose dim W' ~ dim W . We have an isometry of W onto a subspace
of W' which we can extend to an isometry of E onto itself. Then (J- '(W') is a
null subspace containing W, hence is equal to W, whence dim W = dim W'.
Our assertions follow by symmetry.

Let E be a vector space with a non-degenerate symmetric form . Let W be a
null subspace . By Lemma 10.1 we can embed W in a hyperbolic subspace H of
E such that W is the maximal null subspace of H, and H is non-degenerate . Any
such H will be called a hyperbolic enlargement of W.

Corollary 10.5. Let E be a finite dimensional vector space with a non­
degenerate symmetric form . Let Wand W' be maximal null subspaces . Let H,
H' be hyperbolic enlargements ofW, W' respectively. Then H, H' are isometric
and so are H 1. and H' 1. .

Proof We have obviously an isometry of H on H', which can be extended
to an isometry of E onto itself. This isometry maps H1. on H'L, as desired.

Corollary 10.6. Let gl' g2' h be symmetric forms on finite dimensional vector
spaces over the field of k. If gl E& h is isometric to g2 E& h, and if g" g2 are
non-degenerate, then gl is isometric to g2'

Proof Let g, be a form on E, and g2 a form on E2. Let h be a form on F.
Then we have an isometry between FEEl E1 and FEEl E2 • Extend the identity
id : F ~ F to an isometry (T of F E& E1 to F E& E2 by Corollary 10.3. Since E\
and E2 are the respective orthogonal complements of F in their two spaces, we
must have (T(E 1) = E2, which proves what we wanted .

If 9 is a symmetric form on E, we shall say that 9 is definite if g(x , x) *" 0
for any x E E , x*"O (i .e. x 2 *" 0 if x *" 0) .

Corollary 10.7. Let 9 be a symmetric form on E. Then 9 has a decomposition
as an orthogonal sum

9 = go EEl ghyp EEl gdef

where go is a null form, ghyp is hyperbolic, and gdef is definite. The form
ghyp EEl gdef is non-degenerate. The forms go , ghyp, and gdef are uniquely
determined up to isometries.

Proof The decomposition 9 = go EEl g, where go is a null form and g\
is non-degenerate is unique up to an isometry, since go corresponds to the
kernel of g.

We may therefore assume that 9 is non-degenerate. If
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where gh is hyperbolic and gd is definite, then gh corresponds to the hyperbolic
enlargement of a maximal null subspace, and by Corollary 10.5 it follows that
gh is uniquely determined . Hence gd is uniquely determined as the orthogonal
complement of gh' (By uniquely determined, we mean of course up to an
isometry .)

We shall abbreviate ghyp by gh and gdef by gd'

§11. THE WITT GROUP

Let g, 'Pby symmetric forms on finite dimensional vector spaces over k. We
shall say that they are equivalent if gd is isometric to 'Pd' The reader will verify
at once that this is an equivalence relation. Furthermore the (orthogonal) sum
oftwo null forms is a null form, and the sum of two hyperbolic forms is hyperbolic.
However, the sum of two definite forms need not be definite . We write our
equivalence 9 - 'P. Equivalence is preserved under orthogonal sums, and hence
equivalence classes of symmetric forms constitute a monoid.

Theorem 11.1. The monoid of equivalence classes of symmetric forms (over
the field k) is a group .

Proof We have to show that every element has an additive inverse. Let 9
be a symmetric form, which we may assume definite. We let -g be the form
such that (-g)(x, y) = -g(x, y). We contend that 9 EEl -g is equivalent to O.
Let E be the space on which 9 is defined. Then 9 EEl - 9 is defined on E EEl E.
Let W be the subspace consisting of all pairs (x, x) with x E E. Then W is a null
space for 9 EEl -g. Since dim(E EEl E) = 2 dim W, it follows that W is a maximal
null space, and that 9 EEl - 9 is hyperbolic, as was to be shown.

The group of Theorem 11.1 will be called the Witt group of k, and will be
denoted by W(k). It is of importance in the study of representations of elements
of k by the quadratic form f arising from 9 [i.e. f(x) = g(x, x»), for instance
when one wants to classify the definite forms f.

We shall now define another group, which is of importance in more functorial
studies of symmetric forms, for instance in studying the quadratic forms arising
from manifolds in topology.

We observe that isometry classes of non-degenerate symmetric forms (over
k) constitute a monoid M(k), the law of composition being the orthogonal sum.
Furthermore, the cancellation law holds (Corollary 10.6). We let

cI : M(k) --+ WG(k)



XV, Ex EXERCISES 595

be the canonical map of M(k) into the Grothendieck group of this monoid,
which we shall call the Witt-Grothendieck group over k. As we know, the
cancellation law implies that cl is injective .

If g is a symmetric non-degenerate form over k, we define its dimension
dim g to be the dimension of the space E on which it is defined. Then it is clear
that

dim(g E9 g') = dim g + dim g'.

Hence dim factor s through a homomorphism

dim : WG(k) --> Z.

This homomorphism splits since we have a non-degenerate symmetric form of
dimension 1.

Let WGo(k) be the kernel of our homomorphism dim. If g is a symmetric
non-degenerate form we can define its determinant det(g) to be the determinant
of a matrix G representing g relative to a basis, modulo squares. This is well
defined as an element of k*/k*2. We define det of the O-formto be 1. Then det is
a homomorphism

det: M(k) --> k*/k*2,

and can therefore be factored through a homomorphism, again denoted by
det, of the Witt-Grothendieck group, det : WG(k) --> k*/k*2.

Other properties of the Witt-Grothendieck group will be given in the
exercises.

EXERCISES

I . (a) Let E be a finite dim ensional space over the complex numbers, and let

h :E x E--.C

be a hermitian form. Write

h(x, y) = g(x, y) + if( x, y)

where g, f are real valued . Show that g, f are R-bilinear , 9 is symmetric, f is
alternating.

(b) Let E be finite dimen sional over C. Let g : E x E --. C be R-bilinear. Assume
that for a ll x E E, the map y H g(x, y) is C-linear, and that the R-bilinear form

f( x, y) = g(x, y) - g(y , x )
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is real-valued on E x E. Show that there exists a hermitian form h on E and a
symmetric C-bilinear form Ij; on E such that 2ig = h + Ij;. Show that hand Ij; are
uniquely determined .

2. Prove the real case of the unitary spectral theorem : If E is a non-zero finite dimensional
space over R, with a positive definite symmetric form, and U :E -+ E is a unitary linear
map, then E has an orthogonal decomposition into subspaces of dimension I or 2,
invariant under U. If dim E = 2, then the matrix of U with respect to any ortho­
normal basis is of the form

(
COS 6 -sin 6) or (-I
sin 0 cos 6 0

0)c6 - sin 0),
I sm 6 cos 6

depending on whether det(U) = lor -I. Thus U is a rotation, or a rotation followed
by a reflection.

3. Let E be a finite-dimensional , non-zero vector space over the reals, with a positive
definite scalar product. Let T : E -+ E be a unitary automorphism of E. Show that E
is an orthogonal sum of subspaces

such that each E, is T-invariant, and has dimension I or 2. If E has dimension 2, show
that one can find a basis such that the matrix associated with T with respect to this
basis is

(
COS 6 -sin 6) or (-cos 6
sin 6 cos 6 sin 0

sin 6)
cos 6 '

according as det T = I or det T = - I.

4. Let E be a finite dimensional non-zero vector space over C, with a positive definite
hermitian product. Let A, B : E ~ E be a hermitian endomorphism. Assume that
AB = BA. Prove that there exists a basis of E consisting of common eigenvectors
for A and B .

5. Let E be a finite-dimensional space over the complex, with a positive definite hermitian
form. Let S be a set of (C-linear) endomorphisms of E having no invariant subspace
except 0 and E. (This means that if F is a subspace of E and BF c F for all BE S. then
F = 0 or F = E.) Let A be a hermitian map of E into itself such that AB = BA for all
BE S. Show that A = ),J for some real number A.. [Hint : Show that there exists
exactly one eigenvalue of A. If there were two eigenvalues, say AI of- A2, one could find
two polynomials f and 9 with real coefficients such that f(A) of- 0, g(A) of- 0 but
f(A)g(A) = O. Let F be the kernel of g(A) and get a contradiction.]

6. Let E be as in Exercise 5. Let T be a C-linear map of E into itself. Let

A =!(T + T*).

Show that A is hermitian. Show that T can be written in the form A + iB where A, B
are hermitian, and are uniquely determined.

7. Let S be a commutative set of C-linear endomorphisms of E having no invariant sub­
space unequal to 0 or E. Assume in addition that if BE S, then B* E S. Show that each
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element of S is of type al for some complex number a. [Hint : Let Bo E S. Let

A = t(Bo + B~).

Show that A = AI for some real 1]

8. An endomorphism B of E is said to be normal if Bcommutes with B*. State and prove a
spectral theorem for normal endomorphisms.

Symmetric endomorphisms

For Exercises 9, 10 and I I we let E be a non-zero finite dimensional vector space over
R, with a symmetric positive definite scalar product g, which gives rise to a norm lion E .

Let A : E ~ E be a symmetric endomorphism of E with respect to g. Define A ~ 0
to mean (Ax, x) ~ 0 for all x E E .

9. (a) Show that A ~ 0 if and only if all eigenvalues of A belonging to non-zero
eigenvectors are ~ O. Both in the hermitian case and the symmetric case, one
says that A is semipositive if A ~ 0, and positive definite if (Ax, x) > 0 for all
x » O.

(b) Show that an automorphism A of E can be written in a unique way as a product
A = UP where U is real unitary (that is, 'UU = /), and P is symmetric positive
definite . For two hermitian or symmetric endomorphisms A, B, define A ~ B to
mean A - B ~ 0, and similarly for A > B . Suppose A > O. Show that there are
two real numbers a > 0 and f3 > 0 such that al ~ A ~ f3I .

10. If A is an endomorphism of E, define its norm IAI to be the greatest lower bound of
all numbers C such that IAxl ~ clxl for all xE E .

(a) Show that this norm satisfies the triangle inequality .
(b) Show that the series

A2

exp(A) = I + A + 2! + . . .

converges , and if A commutes with B, then exp(A + B) = exp(A) exp(B) .
If A is sufficiently close to I, show that the series

(A - I) (A - 1)2
log(A) = -1- - 2 + . ..

converges, and if A commutes with B, then

log(AB) = log A + log B.

(c) Using the spectral theorem , show how to define log P for arbitrary positive
definite endomorphisms P .

II. Again, let E be non-zero finite dimensional over R, and with a positive definite
symmetric form . Let A : E ~ E be a linear map . Prove:

(a) If A is symmetric (resp. alternating), then exp(A) is symmetric positive definite
(resp. real unitary).

(b) If A is a linear automorphism of E sufficiently close to I, and is symmetric
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positive definite (resp . real unitary) , then log A is symmetric (resp .
alternating) .

(c) More generally , if A is positive definite, then log A is symmetric .

12. Let R be a commutative ring, let E, F beR-modules, and letf :E -> F be a mapping.
Assume that multipl ication by 2 in F is an invertible map. Show thatfis homogeneous
quadratic if and only iffsatisfies the parallelogram law:

f(x + y) + f(x - y) = 2f(x) + 2f(y)

for all x, y E E.

13. (Tate) Let E, F be complete normed vector spaces over the real numbers. Let
f :E -> F be a map having the following property. There exists a number C > 0 such
that for all x, y E E we have

If(x + y) - f( x) - f(Y)1 s c.

Show that there exists a unique additive map 9 : E~ F such that Ig - fl is bounded
(i.e.lg(x) - f(x) Iis bounded as a function of x). Generalize to the bilinear case. [Hint :
Let

f(2'x)
g(x) = lim --.]

' - 00 2'

14. (Tate) Let S be a set and f: S ~ S a map of S into itself. Let h:S~ R be a real
valued function . Assume that there exists a real number d > 1 such that h 0 f - df

is bounded. Show that there exist s a unique function hf such that hf - h is bounded,
and hf 0 f = dhf . [Hint: Let hf(x) = lim h(r(x»/dn

. )

15. Define maps of degree > 2, from one module into another. [Hint : For degree 3,
consider the expression

f(x + Y + z) - f(x + y) - f( x + z) - fey + z) + f(x) + f(y) + f(z).]

Generalize the statement proved for quadratic maps to these higher-degree maps, i.e.
the uniqueness of the various multilinear maps enter ing into their definitions .

Alternating forms

16. Let E be a vector space over a field k and let 9 be a bilinear form on E. Assume that
whenever x, y E E are such that g(x, y) = 0, then g(y, x ) = O. Show that 9 is symmetric
or alternating.

17. Let E be a module over Z. Assume that E is free, of dimension n ~ 1, and letfbe a
bilinear alternating form on E. Show that there exists a basis {eJ (i = 1, . . . , n) and
an integer r such that 2r ;;;; n,

where a l , ••• , ar E Z, a j # 0, and a, divides a., I for i = 1, ... , r - 1 and finally
e, . ej = 0 for all other pairs of indices i ;;;; j . Show that the ideals Za, are uniquely
determined. [Hint : Consider the injective homomorphism cPf : E -> £Y of E into the
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dual space over Z, viewing q>/E) as a free submodule of £V.]. Generalize to principal
rings when you know the basis theorem for modules over these rings.

Remark. A basis as in Exercise 18 is called a symplectic basis . For one use of
such a basis, see the theory of theta functions, as in my Introduction to Algebraic and
Abelian Functions (Second Edition, Springer Verlag), Chapter VI, §3.

18. Let E be a finite-dimensional vector space over the reals, and let <, >be a symmetric
positive definite form. Let Q be a non-degenerate alternating form on E. Show that
there exists a direct sum decomposition

E = E1 EB Ez

having the following property. If x, y E E are written

Y = (Yt , Yz)

with

with

then D(x, y) = (XI' yz) - (xz, Yl)' [Hint: Use Corollary 8.3, show that A is positive
definite , and take its square root to transform the direct sum decomposition obtained
in that corollary.]

19. Show that the pfaffian of an alternating n x n matrix is 0 when n is odd.

20. Prove all the properties for the pfaffian stated in Artin's Geometric Algebra (Inter­
science, 1957), p. 142.

The Witt group

21. Show explicitly how W(k) is a homomorphic image of WG(k).

22. Show that WG(k) can be expressed as a homomorphic image of Z[k*/k*Z] [Hint:
Use the existence of orthogonal bases.]

23. Witt's theorem is still true for alternating forms. Prove it or look it up in Artin (ref.
in Exercise 20) .

SL,,(R)

There is a whole area of linear algebraic groups, giving rise to an extensive algebraic
theory as well as the possibility of doing Fourier analysis on such groups . The group
SLn(R) (or SLn(C) can serve as a prototype, and a number of basic facts can be easily
verified. Some of them are listed below as exercises. Readers wanting to see solutions can
look them up in [JoL 01], Spherical Inversion on SLn(R), Chapter I.

24. Iwasawa decomposition. We start with GLn(R) . Let:

K = subgroup of real unitary n x n matrice s;

U = group of real unipotent upper triangular matrices, that is having components I
on the diagonal, arbitrary above the diagonal, and 0 below the diagonal;
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A = group of diagonal matrices with positive diagonal components.

Prove that the product map U x A x K -+ UAK eGis actually a bijection. This
amounts to Gram-Schmidt orthogonalization. Prove the similar statement in the
complex case, that is, for G(C) = GL,,(C), K(C) = complex unitary group, U(C) =
complex unipotent upper triangular group, and A the same group of positive diag­
onal matrices as in the real case.

25. Let now G = SLn(R), and let K, A be the corresponding subgroups having deter­
minant I . Show that the product U x A x K -+ UAK again gives a bijection with G.

26. Let a be the R-vector space of real diagonal matrices with trace O. Let a v be the
dual space. Let (Xi (i = I, . . . ,n - I) be the functional defined on an element H =
diag(h l , . .. , hn) by (Xi(H) = hi - hi+l . (a) Show that {(X I, . . . , (Xn- tl is a basis of a v
over R. (b) Let Hi,i+l be the diagonal matrix with hi = I , hi+l = -I, and hj = 0
for j #- i, i + I. Show that {HI,2, . .. , Hn-I,n} is a basis of a. (c) Abbreviate
Hi.i+l = Hi (i = I, .. . ,n - I). Let (Xf E a V be the functional such that (Xf(Hj ) = bij
(= I if i=j and 0 otherwise). Thus {(XI, ... , (X~_d is the dual basis of
{HI, . . . , Hn-tl. Show that

(Xf(H) = hI + ... +hi.

27. The trace form. Let Matn(R) be the vector space of real n x n matrices. Define the
twisted trace form on this space by

B,(X, Y) = tr(X' Y) = (X, Y)"

As usual, I Y is the transpose of a matrix y. Show that B, is a symmetric positive
definite bilinear form on Matn(R). What is the analogous positive definite hermitian
form on Matn(C)?

28. Positivity. On a (real diagonal matrices with trace 0) the form of Exercise 27 can be
defined by tr(XY), since elements X , YEa are symmetric. Let d = {(XI, .. . , (Xn- I}
denote the basis of Exercise 26. Define an element H E a to be semipositive (writen
H ~ 0) if a.i(H) ~ 0 for all i = I, . . . ,n - I. For each (X E a V

, let Ha E a represent (X
with respect to B" that is (Ha,H) = a.(H) for all HE a. Show that H ~ 0 if and
only if

n-I

H= LSiHa~
;=1 '

with Si ~ O.

Similarly, define H to be positive and formulate the similar condition with s, > O.

29. Show that the elements n(Xf (i = I, . . . , n - I) can be expressed as linear combina­
tions of (Xl , . . . , (Xn-I with positive coefficients in Z.

30. Let W be the group of permutations of the diagonal elements in the vector space a of
diagonal matrices. Show that a ~o is a fundamental domain for the action of Won a
(i.e., given HE a, there exists a unique H+ ~ 0 such that H+ = wH for some
WE W .



CHAPTER XVI
The Tensor Product

Having considered bilinear maps , we now come to multilinear maps and basic
theorems concerning their structure . There is a universal module representing
multilinear maps, called the tensor product. We derive its basic properties, and
postpone to Chapter XIX the special case of alternating products . The tensor
product derives its name from the use made in differential geometry, when this
product is applied to the tangent space or cotangent space of a manifold . The
tensor product can be viewed also as providing a mechanism for "extending the
base" ; that is , passing from a module over a ring to a module over some algebra
over the ring . This "extension" can also involve reduction modulo an ideal,
because what matters is that we are given a ring homomorphism f : A ~ B, and
we pass from modules over A to modules over B . The homomorphism f can be
of both types , an inclu sion or a canonical map with B = AIJ for some ideal J,
or a composition of the two .

I have tried to provide the basic material which is immediately used in a
variety of applications to many fields (topology, algebra, differential geometry,
algebraic geometry, etc .) .

§1. TENSOR PRODUCT

Let R be a commutative ring. If E1, • •• , En , F are modules, we denote by

the module of n-multilinear maps

f :E1 x '" x En -+ F.

601
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We recall that a multilinear map is a map which is linear (i.e., R-linear) in each
variable. We use the words linear and homomorphism interchangeably. Unless
otherwisespecified, modules, homomorphisms, linear, multilinear referto the ringR.

One may view the multilinear maps ofa fixed set of modules Ej , .. . , En as the
objects of a category. Indeed, if

f :E1 X • •. x En --+ F and g: E1 X • . . x En --+ G

are multilinear, we define a morphism f --+ g to be a homomorphism h :F --+ G
which makes the following diagram commutative:

F»:
E. x . . . x E.~ j.

G

A universal object in this category is called a tensor product of E1, • •• , En
(over R).

We shallnow provethat a tensor product exists, and in fact construct one in a
natural way. By abstract nonsense, we know of course that a tensor product is
uniquely determined, up to a unique isomorphism.

Let M be the free module generated by the set of all n-tuples (Xl"' " Xn) ,

(Xi E Ei ) , i.e. generated by the set E I x . .. x En . Let N be the submodule
generated by all the elements of the following type:

for all Xi E Ej , X; E Ej , a E R. We have the canonical injection

of our set into the free module generated by it. We compose this map with the
canonical map M --+ MIN on the factor module, to get a map

We contend that ip is multilinear and is a tensor product.
It is obvious that qJ is multilinear-our definition was adjusted to this

purpose. Let

f: E1 x ... x En --+ G

be a multilinear map . By the definition of free module generated by



XVI, §1 TENSOR PRODUCT 603

we have an induced linear map M -+ G which makes the following diagram
commutative:

SinceJ is multilinear, the induced map M -+ G takes on the value 0 on N. Hence
by the universal property of factor modules, it can be factored through MIN ,
and we have a homomorphism f. :MIN -+ G which makes the following dia­
gram commutative :

Since the image of cp generates MIN , it follows that the induced map f. is
uniquely determined. This proves what we wanted.

The module MIN will be denoted by

n

E 1 ® . .. ® En or also @ s;
i= 1

We have constructed a specific tensor product in the isomorphism class oftensor
products, and we shall call it the tensor product of E l ' . . . , En . Ifx, E Ei, we write

cp(x 1, . . . , X n) = X l ® . .. ® x, = X l ® R •. • ® R Xn •

We have for all i,

Xl ® .. . ® aXj ® ... ® x, = a(x I ® . . . ® xn) ,

Xl ® . . . ® (Xi + X;) ® . .. ® x,

for Xi> x; E E, and a E R.
If we have two factors , say E ® F, then every element of E ® F can be

written as a sum ofterms X ® y with X E E and y E F, because such terms generate
E ® F over R , and a(x ® y) = ax ® y for a E R.
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Remark. If an element of the tensor product is 0, then that element can
already be expressed in terms of a finite number of the relations defining the
tensor product. Thus if E is a direct limit of submodules E, then

In particular, every module is a direct limit of finitely generated submodules,
and one uses frequently the technique of testing whether an element of F ® E is
oby testing whether the image of this element in F ® E, is 0 when E, ranges over
the finitely generated submodules of E.

Warning. The tensor product can involve a great deal of collapsing between
the modules. For instance, take the tensor product over Z of Z/mZ and Z/nZ
where m, n are integers> I and are relatively prime. Then the tensor product

Z/nZ ® Z/mZ = O.

Indeed, we have n(x ® y) = (nx) ® y = 0 and m(x ® y) = x ® my = O. Hence
x ® y = 0 for all x E Z/nZ and y E Z/mZ. Elements of type x ® y generate the
tensor product, which is therefore O. We shall see later conditions under which
there is no collapsing.

In many subsequent results, we shall assert the existence of certain linear
maps from a tensor product. This existence is proved by using the universal
mapping property of bilinear maps factoring through the tensor product. The
uniqueness follows by prescribing the value of the linear maps on elements of
type x ® y (say for two factors) since such elements generate the tensor product.

We shall prove the associativity of the tensor product.

Proposition 1.1. Let El' E2, E3 be modules. Then there exists a unique
isomorphism

such that

(x ® y) ® Z f--+ X ® (y ® z)

Proof Since elements of type (x ® y) ® z generate the tensor product, the
uniqueness of the desired linear map is obvious. To prove its existence, let
x EEl ' The map
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such that Ax(y, z) = (x ® y) ® Z is clearly bilinear, and hence factors through a
linear map of the tensor product

The map

such that

(x, IX) H XxClX)

for x E E I and IXE E2 ® E3 is then obviously bilinear, and factors through a
linear map

which has the desired property (clear from its construction) .

Proposition 1.2. Let E, F be modules. Then there is a unique isomorphism

such that x ® y H Y ® x for x E E and Y E F.

Proof The map E x F --+ F ® E such that (x, Y)H Y ® x is bilinear, and
factors through the tensor product E ® F, sending x ® Y on Y ® x. Since this
last map has an inverse (by symmetry) we obtain the desired isomorphism.

The tensor product has various functorial properties. F irst, suppose that

(i = 1, ... , n)

is a collection oflinear maps. We get an induced map on the product,

Ifwe compose TI Ii with the canonical map into the tensor product, then we get
an induced linear map which we may denote by T(fl' . .. , f,,) which makes the
following diagram commutative :

E'I X . . . x E~-----+ E'I ® ... ® E~

n"] ]N'"'
E I x . . . x En -----+ E I ® . .. ® En
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It is immediately verified that T is functorial, namely that if we have a com­
posite of linear maps j; 0 9j (i = 1, . . . , n) then

and

T(id, . . . , id) = id.

We observe that T(fl" ' " j,,) is the unique linear map whose effect on an
element X'1 ® .. . ® x~ of E'1 ® ... ® E~ is

We may view T as a map

and the reader will have no difficulty in verifying that this map is multilinear.
We shall write out what this means explicitly for two factors, so that our map can
be written

(f, 9) 1-+ T(f,9)·

Given homomorphisms I :F' --+ F and 91' 92: E' --+ E, then

T(f,91 + 92) = T(f, 91) + T(f,92)'

T(/, a91) = aT(f, 91)'

In particular, select a fixed module F, and consider the functor T = TF (from
modules to modules) such that

T(E) = F ® E.

Then T gives rise to a linear map

T: L(E', E) --+ L(T(E'), T(E))

for each pair of modules E', E, by the formula

T(f) = T(id , f) .

Remark. By abuse of notation, it is sometimes convenient to write

11 ® ... ® j" instead of T(fl" " ,j,,).
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This should not be confused with the tensor product of elements taken in the
tensor product of the modules

The context will always make our meaning clear.

§2. BASIC PROPERTIES

The most basic relation relating linear maps, bilinear maps, and the tensor
product is the following : For three modules E, F, G,

L(E, L(F, G)) ~ L 2(E, F ; G) ~ L(E @ F, G).

The isomorphisms involved are described in a natural way.

(i) L 2(E, F ; G) -. L(E, L(F, G)).

If I :E x F -. G is bilinear, and x E E, then the map

Ix :F -. G

such that Ix(Y) = [t», y) is linear. Furthermore, the map x H Ix is linear, and
is associated with I to get (i).

(ii) L(E, L(F, G)) -. e(E, F; G).

Let <p E L(E, L(F, G)). We let j~: E x F -. G be the bilinear map such that

I",(x, y) = <p(x) (y).

Then <p H I", defines (ii).
It is clear that the homomorphisms of (i) and (ii) are inverse to each other

and therefore give isomorphisms of the first two objects in the enclosed box .

(iii) L 2(E, F; G) -. L(E @ F, G).

This is the map I H I* which associates to each bilinear map I the induced
linear map on the tensor product. The association I H I* is injective (because
I* is uniquely determined by f), and it is surjective, because any linear map
of the tensor product composed with the canonical map E x F -. E @ F gives
rise to a bilinear map on E x F.
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n

Proposition 2.1. Let E = EB E, be a direct sum. Then we have an isomor-
i = !

phism

n

F @ E +-+ EB (F @ EJ
j = I

Proof The isomorphism is given by abstract nonsense. We keep F fixed,
and consider the functor T : X H F @ X. As we saw above, T is linear. We have
projections n, : E -+ E of E on E j • Then

if i =I j ,

n

Lnj = id.
j= !

We apply the functor T, and see that T(nJ satisfies the same relations, hence gives
a direct sum decomposition of T(E) = F @ E. Note that T(nJ = id @ n i'

Corollary 2.2. Let I be an indexing set, and E = EB Ej • Then we have an
i e l

isomorphism

Proof Let S be a finite subset of I. We have a sequence of maps

the first of which is bilinear, and the second is linear, induced by the inclusion of
S in I. The first is the obvious map. IfS c Sf, then a trivial commutative diagram
shows that the restriction of the map

induces our preceding map on the sum for i E S. But we have an injection

Hence by compatibility, we can define a bilinear map
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and co nsequently a linear map
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In a similar way, one defines a map in the opposite direction, and it is clear
th at the se map s ar e inve rse to each other, hence give an isomorphism.

Suppose now that E is free, of dimension l over R. Let {v} be a basis , and
consider F ® E. Every element of F ® E can be wr itten as a sum of terms Y ® av
with Y E F and a E R. However, y ® av = ay ® v. In a sum of such terms, we can
then use linearity on the left,

Yi EF.

Hence every element is in fact of type Y ® v with some Y E F.
We have a bilinear map

F x E-+F

such that (Y, av) f--+ ay, ind ucing a linear map

We also ha ve a linear map F -+ F ® E given by y f--+ Y ® v. It is clear that these
maps are inverse to each other, and hence that we have an iso morphism

F ®E;:::: F.

Thus every element of F ® E can be written uniquely in the form y ® v, Y E F.

Proposition 2.3. Let E befree over R, with basis {Vi}i e I , Then every element
of F ® E has a unique expression of the form

Yi EF

with almost all Yi = O.

Proof. This follows at once from the discussion of the l-dimensional case,
and the corollary of Proposition 2 .1 .

Coronary 2.4. Let E, F be f ree over R, with bases {viLel and {wj}jeJ re­
spectively. Then E ® F isfree, with basis {Vi ® wj } . We have

dim(E ® F) = (dim E) (dim F).
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Proof Immediate from the proposition.

We see that when E is free over R, then there is no collapsing in the tensor
product. Every element of F @ E can be viewed as a " formal" linear combina­
tion of elements in a basis of E with coefficients in F.

In particular, we see that R @ E (or E @ R) is isomorphic to E, under the
correspondence x H x @ 1.

Proposition 2.5. Let E, F befree offin ite dimensionover R. Then we havean
isomorphism

which is the unique linear map such that

f @gH T(f, g)

for f E EndR(E) and g E EndR(F).

[We note that the tensor product on the left is here taken in the tensor
product of the two modules EndR(E) and EndR(F).]

Proof Let {vJ be a basis of E and let {wJ be a basis of F. Then { Vi @ W j}

is a basis of E @ F. For each pair of indices (i', j') there exists a unique endo­
morphism f = Ai' of E and g = gj ,j' of F such that

f( vJ = Vi' and f(v v) = 0 if v =1= i

g(w) = wj' and g(wl/) = 0 if J1 =1= j .

Furthermore, the families {};,i'} and {gj,j'} are bases of EndR(E) and EndR(F)
respectively. Then

Thus the family {T(};,i" gj,j')} is a basis of EndR(E @ F). Since the family
{Ii. i' @ gj,j'} is a basis ofEndR(E) @ EndR(F), the assertion of our proposition is
now clear.

In Proposition 2.5, we see that the ambiguity of the tensor sign in f @ g is in
fact unambiguous in the important special case of free, finite dimensional
modules. We shall see later an important application of Proposition 2.5 when
we discuss the tensor algebra of a module.

Proposition 2.6. Let

o-+ E' ~ E s. E" -+ 0
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be an exact sequence, and F any module. Then the sequence

F @ E' -+ F @ E -+ F @ E" -+ °
is exact.

Proof Given x" E E" and y E F, there exists x E E such that x" = r/J(x), and
hence y @ x" is the image of y @ x under the linear map

F@E-+F@E".

Since elements of type y @ x" generate F @ E", we conclude that the preceding
linear map is surjective. One also verifies trivially that the image of

F@E'-+F@E

is contained in the kernel of

F@E-+F@E".

Conversely, let 1 be the image of F @ E' -+ F @ E, and let

f: (F @ E)/I -+ F @ E"

be the canonical map. We shall define a linear map

9 : F @ E" -+ (F @ E)/I

such that 9 0 f = id. This obviously will imply that f is injective, and hence
will prove the desired converse.

Let y E F and x" E E". Let x E E be such that r/J(x) = x". We define a map
F x E" -+ (F @ E)/I by letting

(y, x") f-+ Y @ x (mod I),

and contend that this map is well defined, i.e. independent of the choice of x
such that r/J(x) = x". If r/J(Xl) = r/J(X2) = x", then r/J(x l - X2) = 0, and by
hypothesis, Xl - X2 = qJ(x') for some x' E E'. Then

This shows that y @ Xl == Y @ X2 (mod I), and proves that our map is well
defined. It is obviously bilinear, and hence factors through a linear map g, on
the tensor product. It is clear that the restriction of g of on elements of type
y @ x is the identity. Since these elements generate F @ E, we conclude that f
is injective, as was to be shown.
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It is not always true that the sequence

o--+ F (8) E' --+ F (8) E --+ F (8) E" --+ 0

XVI, §3

is exact. It is exact if the first sequence in Proposition 2.6 splits, i.e. if E is
essentially the direct sum of E' and E", This is a trivial consequence of Pro­
position 2.1, and the reader should carry out the details to get accustomed to the
formalism of the tensor product.

Proposition 2.7. Let a be an ideal of R. Let E be a module. Then the map
(Ria) x E --+ ElaE induced by

(a, x) H ax (mod aE),

is bilinearand induces an isomorphism

aER, xEE

(Ria) (8) E .:. ElaE.

Proof. Our map (a, x) H ax (mod aE) clearly induces a bilinear map of
Ria x E onto ElaE, and hence a linear map of Ria (8) E onto ElaE. We can
construct an inverse, for we have a well-defined linear map

E --+ Ria (8) E

such that x H I (8) x (where I is the residue class of 1 in Ria). It is clear that aE
is contained in the kernel of this last linear map, and thus that we obtain a
homomorphism

ElaE --+ Ria (8) E,

which is immediately verified to be inverse to the homomorphism described in
the statement of the proposition.

The association E H ElaE ~ Ria (8) E is often called a reduction map. In
§4,we shall interpret this reduction map as an extension of the base.

§3. FLAT MODULES

The question under which conditions the left-hand arrow in Proposition 2.6
is an injection gives rise to the theory of those modules for which it is, and we
follow Serre in calling them flat. Thus formally, the following conditions are
equivalent, and define a flat module F, which should be called tensor exact.

F 1. For every exact sequence

E' --+ E --+ E"



XVI, §3

the sequence

is exact.
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F 2. For every short exact sequence

o-> E' -> E -> E" -> 0

the sequence

o-> F @ E' -> F @ E -> F @ E" -> 0

is exact.

F 3. For every injection 0~ E' ~ E the sequence

o-> F @ E' -> F @ E

is exact.

It is immediate that F 1 implies F 2 implies F 3. Finally, we see that F 3 implies
F 1 by writing down the kernel and image of the map E' -> E and applying F 3.
We leave the details to the reader.

The following proposition gives tests for flatness, and also examples.

Proposition 3.1.

(i) The ground ring is fiat as moduleover itself.

(ii) Let F = EB F, be a direct sum. Then F isflat ifand only ifeachF, isfiat .

(iii) A projective module is fiat.

The properties expressed in this proposition are basically categorical, cr. the
comments on abstract nonsense at the end of the section . In another vein, we
have the following tests having to do with localization.

Proposition 3.2.

(i) Let 5 be a multiplicative subset ofR. Then 5- 1R is fiat over R.

(ii) A module M is fiat over R ifand only if the localization Mp isfiat over R;
for each primeideal p of R.

(iii) Let R be a principal ring. A moduleF isjlat ifandonly ifF is torsionfree.

The proofs are simple, and will be left to the reader. More difficult tests for
flatness will be proved below , however.

Examples of non-flatness. If R is an entire ring, and a module Mover R
has torsion, then M is not flat. (Prove this , which is immediate .)
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There is another type of example which illustrates another bad phenomenon.
Let R be some ring in a finite extension K of Q, and such that R is a finite
module over Z but not integrally closed. Let R ' be its integral closure. Let p be
a maximal ideal of R and suppose that pR' is contained in two distinct maximal
ideals ~ I and ~2 ' Then it can be shown that R' is not flat over R, otherwise R'
would be free over the local ring Rp , and the rank would have to be I , thus
precluding the possibility of the two primes ~I and ~2' It is good pract ice for
the reader actually to construct a numerical example of this situation. The same
type of example can be constructed with a ring R = k[x,y], where k is an
algebraically closed field, even of characteristic 0, and x, yare related by an
irreducible polynomial equation f(x,y) = 0 over k. We take R not integrally
closed, such that its integral closure exhibits the same splitting of a prime p of
R into two primes. In each one of these similar cases, one says that there is a
singularity at p.

As a third example, let R be the power series ring in more than one variable
over a field k. Let m be the maximal ideal. Then m is not flat, because otherwise ,
by Theorem 3.8 below , m would be free , and if R = k[[xl' . .. ' xn ]], then XI'

. . . , xn would be a basis for mover R, which is obviously not the case, since
XI' X2 are linearly dependent over R when n ~ 2. The same argument , of course,
applies to any local ring R such that m/m 2 has dimension ~ 2 over Rim .

Next we come to further criteria when a module is flat. For the proofs, we
shall snake it all over the place. Cf. the remark at the end of the section.

Lemma 3.3. Let F be fiat , and suppose that

is an exact sequence. Thenfor any E, we have an exact sequence

o--+ N @ E -+ M @ E --+ F @ E -+ O.

Proof Represent E as a quotient of a flat L by an exact sequence

o--+ K -+ L -+ E --+ O.
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Then we have the following exact and commutative diagram:

The top right 0 comes by hypothesis that F is flat. The 0 on the left comes from
the fact that L is flat. The snake lemma yields the exact sequence

which proves the lemma.

Proposition 3.4. Let

o-+ F' -+ F -+ F" -+ 0

be an exact sequence, and assume that F" isfiat. Then F isflat ifand only ifF'
is flat . More generally, let

be an exact sequence such that F I, . . . , F" are flat . Then FO is flat .
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Proof. Let 0 -> E' -> E be an injection. We have an exact and commuta­
tive diagram :

o

!
0----+ F' ® E' ----+ F ® E' ----+ F" ® E' ----+ 0

! ! !
o----+ F' ® E ----+ F ® E ----+ F" ® E

The 0 on top is by hypothesis that F" is flat, and the two zeros on the left are
justified by Lemma 3.3. IfF' is flat, then the first vertical map is an injection, and
the snake lemma shows that F is flat. If F is flat, then the middle column is an
injection. Then the two zeros on the left and the commutativity of the left square
show that the map F' ® E' -> F' ® E is an injection, so F' is flat. This proves the
first statement.

The proof of the second statement is done by induction, introducing kernels
and cokernels at each step as in dimension shifting, and apply the first statement
at each step. This proves the proposition

To give flexibility in testing for flatness, the next two lemmas are useful, in
relating the notion of flatness to a specific module. Namely, we say that F is
E-flat or flat for E, if for every monomorphism

0-> E' -> E

the tensored sequence

o-> F ® E' -> F ® E

is also exact.

Lemma 3.5. Assume that F is E-fiat. Then F is alsofiat for every submodule
and every quotient module of E.

Proof The submodule part is immediate because if E'1 c E~ c E are
submodules, and F ® E'1 -> F ® E is a monomorphism so is F ® E'1 -> F ® E~

since the composite map with F ® E~ -> F ® E is a monomorphism. The only
question lies with a factor module. Suppose we have an exact sequence

o-> N -> E -> M -> O.

Let M' be a submodule of M and E' its inverse image in E. Then we have a
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commutative diagram of exact sequences:
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0---+ N ---+ E' ---+ M' ---+ 0

II I I
0---+ N ---+ E ---+ M ---+ O.

We tensor with F to get the exact and commutative diagram

o K

I I
F® N---+F ® E'---+F® M'---+O

I I I
O---+F®N---+F®E~F®M

I
o

where K is the questionable kernel which we want to prove is O. But the snake
lemma yields the exact sequence

which concludes the proof.

Lemma 3.6. Let {EJ beafamilyofmodules, and suppose that F isflatfor each
E j • Then F isftatfor their direct sum.

Proof Let E = EB E, be their direct sum. We have to prove that given any
submodule E' of E, the sequence

o -> F ® E' -> F ® E = EB F ® e,

is exact. Note that if an element of F ® E' becomes 0 when mapped into the
direct sum, then it becomes 0 already in a finite subsum, so without loss of
generality we may assume that the set of indices is finite. Then by induction,
we can assume that the set of indices consists of two elements, so we have two
modules E, and E2, and E = E, EB E2• Let N be a submodule of E. Let N,
= NnE, and let N2 be the image of N under the projection on E2• Then
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we have the following commutative and exact diagram:

0---+ E1~ E -----+ E2

Tensoring with F we get the exact and commutative diagram :

o 0

j j
FiN'~FiN~FiN'~O

o-----+F ® E1 -----+ F ® E~F ® E2

XVI, §3

The lower left exactness is due to the fact that E = E( EE> E2• Then the snake
lemma shows that the kernel of the middle vertical map is O. This proves the
lemma.

The next proposition shows that to test for flatness, it suffices to do so only
for a special class of exact sequences arising from ideals.

Proposition 3.7. F isfiat if and only iffor every ideal a ofR the naturalmap

a ® F --+ aF

is an isomorphism. In fact, F isfiat ifand onlyfor every ideala ofR tensoring
the sequence

o--+ a --+ R --+ Ria --+ 0

with F yields an exact sequence.

Proof If F is flat, then tensoring with F and using Proposition 2.7 shows
that the natural map is an isomorphism, because aM is the kernel of M --+ MlaM.
Conversely, assume that this map is an isomorphism for all ideals a. This means
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that F is R-flat. By Lemma 3.6 it follows that F is flat for an arbitrary direct sum
of R with itself, and since any module M is a quotient of such a direct sum,
Lemma 3.5 implies that F is M-flat, thus concluding the proof.

Remark on abstract nonsense. 1 he proofs of Proposition 3.I(i), (ii), (iii),
and Propositions 3.3 through 3.7 are basically rooted in abstract nonsense,
and depend only on arrow theoretic arguments. Specifically, as in Chapter XX,
§8, suppose that we have a bifunctor T on two distinct abelian categories ct and
(B such that for each A, the functor B ~ T(A, B) is right exact and for each B
the functor A ~ T(A, B) is right exact. Instead of " flat" we call an object A
of ct T-exact if B f-+ T (A ,B) is an exact functor; and we call an object L of (B
'T-exact if A f-+ T (A ,L ) is exact. Then the references to the base ring and free
modules can be replaced by abstract nonsense conditions as follows.

In the use of L in Lemma 3.3, we need to assume that for every object E of(B
there is a IT-exact L and an epimorphism

L -+ E -+ O.

For the analog of Proposition 3.7, we need to assume that there is some
object R in (B for which F is R-exact, that is given an exact sequence

O-+a-+R

then 0 -+ T(F, a) -+ T(F, R) is exact ; and we also need to assume that R is a
generator in the sense that every object B is the quotient of a direct sum of R with
itself, taken over some family of indices, and T respects direct sums.

The snake lemma is valid in arbitrary abelian categories, either because its
proof is "functorial," or by using a representation functor to reduce it to the
category of abelian groups. Take your pick.

In particular, we really don't need to have a commutative ring as base ring,
this was done only for simplicity of language.

We now pass to somewhat different considerations.

Theorem 3.8. Let R be a commutative local ring, and let M be a finite flat
moduleover R. Then M is free. Infact, ifxt> .. . , x, EM are elements of M
whose residue classes are a basis of MlmM over Rim , then XI' . . . , Xn form
a basis of Mover R.

Proof Let R(n ) -+ M be the map which sends the unit vectors of R(n ) on
X I ' ... , X n respectively, and let N be its kernel. We get an exact sequence

o-+ N -+ R(n ) -+ M,
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whence a commutative diagram

m@ N --+m@ R(n)--+ m@M

I[ .[ ,[
o IN I R(n) 1M

XVI, §3

in which the rows are exact. Since M is assumed flat, the map h is an injection.
By the snake lemma one gets an exact sequence

o--+ coker f --+ coker g --+ coker h,

and the arrow on the right is merely

R(n)/mR(n) --+ M/mM,

which is an isomorphism by the assumption on Xl " ' " X n • It follows that
coker f = 0, whence mN = N, whence N = 0 by Nakayama if R is Noetherian,
so N is finitely generated. If R is not assumed Noetherian, then one has to add
a slight argument as follows in case M is finitely presented.

Lemma 3.9. Assume that M is finitely presented, and let

be exact, with E finitefree. Then N is finitely generated.

Proof Let

L I --+ L 2 --+ M --+ 0

be a finite presentation of M, that is an exact sequence with L 1, L2 finite free.
Using the freeness, there exists a commutative diagram

l~l'~l·~O
O-N --+E--+M--+O

such that L2 --+ E is surjective. Then the snake lemma gives at once the exact
sequence

0--+ cokertj., --+ N) --+ 0,

so cokenz., --+ N) = 0, whence N is an image of L I and is therefore finitely
generated, thereby proving the lemma, and also completing the proofofTheorem
3.8 when M is finitely presented.
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We still have not proved The orem 3.8 in the fully gene ral case. For this we
use Matsumura's proof (see his Commutative Algebra, Ch apter 2), based on the
follow ing lemma.

Lemma 3.10. Assume that M is fiat over R. Let a, E A, Xi E M f or i = I,
... , n, and suppose that we have the relation

n

LajX i = O.
i= I

Then there ex ists an integer s and elements bij E A and Yj EM (j = I , ... , s)
such that

L aibij = 0 f or all j and Xi = L bij)'j for all i.
j

Proof We consider the exact sequence

o--+ K --+ R(n) --+ R

where the map R(n) --+ R is given by

and K is its kernel. Since M is flat it follow s that

K ® M --+ M (n ) !.!: M

is exact , where f Mis given by

n

J:..,(ZI, · ··, Zn) = L aizi.
i = I

Therefore there exist elements {Jj E K and Yj EM such that

s

(XI ' · · · ' x n ) = L{Jj Yi­
j= I

Write {Jj = (blj, .. . , bn) with bij E R. Th is proves the lemma.

We may now apply the lemma to prove the theorem in exactly the same way
we proved that a finite projective module over a local ring is free in Chapter X,
Theorem 4.4 , by induction. This concludes the proof.

Remark. In the applications I know of, the base ring is Noetherian, and so
one gets awa y with the very simple proof given at first. I d id not want to obstruct
the simplicity of this pro of, and that is the reason I gave the additional tech­
nicalit ies in increasing order of generality.
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Applications of homology. We end this section by pointing out a connection
between the tensor product and the homological considerations of Chapter XX,
§8 for those readers who want to pursue this trend of thoughts . The tensor product
is a bifunctor to which we can apply the considerations of Chapter XX , §8. Let
M , N be modules . Let

. .. -> Ej -> Ej _ 1 -> Eo -> M -> 0

be a free or projective resolution of M, i.e. an exact sequence where E, is free or
projective for all i ~ O. We write this sequence as

EM -> M -> O.

Then by definition,

Tor j(M , N) = i-th homology of the complex E @ N, that is of

. . . -> E, @ N -> E j _ 1 @ N -> ... -> Eo @ N -> O.

This homology is determined up to a unique isomorphism. I leave to the reader
to pick whatever convention is agreeable to fix one resolution to determine a
fixed representation of Torj(M, N), to which all others are isomorphic by a
unique isomorphism.

Since we have a bifunctorial isomorphism M @ N :::::; N @ M, we also get a
bifunctorial isomorphism

Torj(M, N) :::::; Tor j(N, M)

for all i . See Propositions 8.2 and 8.2' of Chapter XX .
Following general principles, we say that M has Tor-dimension ;§ d if

Torj(M, N) = 0 for all i > d and all N . From Chapter XX, §8 we get the follow­
ing result , which merely replace s T-exact by flat.

Theorem 3.11. The following three conditions are equivalent concerning a
module M.

(i) M is fiat .

(ii) Torl(M, N) = 0 for all N .

(iii) Tor;(M, N) = 0 for all i ~ I and all N, in other words, M has Tor­
dimension O.

Remark. Readers willing to use this characterization can replace some of
the preceding proofs from 3.3 to 3.6 by a Tor-dimension argument, which is
more formal, or at least formal in a different way, and may seem more rapid.
The snake lemma was used ad hoc in each case to prove the desired result. The
general homology theory simply replaces this use by the corresponding formal
homological step, once the general theory of the derived functor has been carried
out.
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§4. EXTENSION OF THE BASE
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Let R be a commutative ring and let E be a R-module. We specify R since
we are going to work with several rings in a moment. Let R -+ R' be a homo­
morphism ofcommutative rings, so that R' is an R-algebra, and may be viewed as
an R-module also. We have a 3-multilinear map

R' x R' x E -+ R' ® E

defined by the rule

(a, b, x) H ab ® x.

This induces therefore a R-linear map

R' ® (R' ® E) -+ R' ® E

and hence a R-bilinear map R' x (R ' ® E) -+ R' ® E. It is immediately verified
that our last map makes R' ® E into a R'-module, which we shall call the
extension of Eover R', and denote by ER" We also say that ER' is obtained by
extension of the base ring from R to R',

Example 1. Let a be an ideal of R and let R -+ Ria be the canonical homo­
morphism. Then the extension of E to Ria is also called the reduction of E
modulo a. This happens often over the integers, when we reduce modulo a prime
p (i.e. modulo the prime ideal (P)).

Example 2. Let R be a field and R' an extension field. Then E is a vector
space over R, and ER' is a vector space over R'. In terms of a basis, we see that
our extension gives what was alluded to in the preceding chapter. This example
will be expanded in the exercises.

We draw the same diagrams as in field theory:

ER'

E / ~R'
~R /

to visualize an extension of the base . From Proposition 2.3, we conclude:

Proposition 4.1. Let E be a free module over R, with basis {VJ iEI ' Let
v; = 1 ® Vi ' Then ER' is afree module over R', with basis {V;}iEI '

We had already used a special case of this proposition when we observed that
the dimension of a free module is defined , i.e. that two bases have the same



624 THE TENSOR PRODUCT XVI, §4

cardinality. Indeed, in that case, we reduced modulo a maximal ideal of R to
reduce the question to a vector space over a field.

When we start changing rings, it is desirable to indicate R in the notation
for the tensor product. Thus we write

Then we have transitivity ofthe extension ofthe base, namely, if R -. R' -+ R" is a
succession of homomorphisms of commutative rings , then we have an iso­
morphism

and this isomorphism is one of R"-modules. The proof is tr ivial and will be left
to the reader.

If E has a multiplicative structure, we can extend the base also for this
multiplication. Let R -+ A be a ring-homomorphism such that every element in
the image of R in A commutes with every element in A (Le. an R-algebra) . Let
R -+ R' be a homomorphism of commutative rings. We have a 4-multilinear
map

R' x A X R' x A -. R' @ A

defined by

(a, x, b, y) f-+ ab @ xy.

We get an induced R-linear map

R' @ A @ R' @ A -. R' @ A

and hence an induced R-bilinear map

(R ' @ A) x (R ' @ A) -+ R' @ A.

It is trivially verified that the law of composition on R' @ A we have just
defined is associative. There is a unit element in R' @ A, namely, 1 @ 1. We
have a ring-homomorphism of R' into R' @ A, given by a f-+ a @ I. In this way
one sees at once that R' @ A = AR , is an R'-algebra. We note that the map

xf-+l@x

is a ring-homomorphism of A into R' @ A, and that we get a commutative
diagram of ring homomorphisms,
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For the record, we give some routine tests for flatness in the context of base
extension.

Proposition 4.2. Let R -+ A be an R-algebra, and assume A commutative.

(i) Base change. IfF is a flat R-module, then A ®RF is aflat A-module.

(ii) Transitivity. IfA is aflat commutative R-algebra and M is aflat A-module,
then M is fiat as R-module.

The proofs are immedia te, and will be left to the reader.

§5. SOME FUNCTORIAL ISOMORPHISMS

We recall an abstract definition. Let m, '.8 be two categories. The functors
of minto '.8 (say covariant, and in one variable) can be viewed as the
objects of a category, whose morphisms are defined as follows. If L , M are two
such functors, a morphism H : L -+ M is a rule which to each object X of m
associates a morphism H x: L(X ) -+ M(X) in '.8, such that for any morphism
f: X -+ Y in m, the following diagram is commutative :

L(X)~M(X)

"Ilj jM(1l
L(Y)~M( Y)

We can therefore speak of isomorphisms of functors . We shall see examples of
these in the theory of tensor products below. In our applications, our categories
are additive, that is, the set ofmorphisms is an additive group, and the composi­
tion law is Z-bilinear. In that case, a functor L is called additive if

L(f + g) = L(f) + L(g).

We let R be a commutative ring, and we shall consider additive functors from
the category of R-modules into itself. For instance we may view the dual
module as a functor ,

E ~ EV = L (E , R) = HomR (E , R).

Similarly, we have a funct or in two variables,

(E, F ) H L (E , F) = HomR(E, F ),

contravar iant in the first, covari ant in the second, and bi-additive.



626 THE TENSOR PRODUCT XVI, §5

We shall give several examples of functorial isomorphisms connected with
the tensor product, and for this it is most convenient to sta te a general theorem,
giving us a criterion when a morphism of functors is in fact an isomorphism.

Proposition 5.1. Let L, M be two functors (both covariant or both contra­
variant) Jrom the category ojR-modules into itself. Assume that both functors
are additive. Let H : L ..... M be a morphism oj'functors. IJ HE : L(E) ..... M(E)
is an isomorphismJor every I-dimensionalJree module E over R, then HE is an
isomorphism Jor every finit e-dimensional free module over R.

Proof We begin with a lemma.

Lemma 5.2. Let E and E; (i = I, . .. , m) be modules over a ring. Let
C{Ji: E; ..... E and l/J ;:E ..... E, be homomorphisms having theJollowing properties:

t/J; 0 C{J j = 0 if i =1= j

m

L C{J ; 0 t/J; = id,
; =1

Then the map

m

is an isomorphism oj E onto the direct product TI Ei , and the map
i ;::: l

is an isomorphism oJ the product onto E. Conversely, if E is equal to the direct
sum oj submodules E, (i = 1, . .. , m), if we let t/J; be the inclusion oj E; in E,
and C{J; the projection oj Eon Ei , then these maps satisJy the above-mentioned
properties .

Proof. The proof is routine , and is essentially the same as that of Proposition
3.1 of Chapter III. We shall leave it as an exercise to the reader.

We observe that the families {C{J;} and {t/J;} satisfying the properties of the
lemma behave functorially : If T is an additive contravariant functor, say, then
the families {T (t/J;)}and {T( C{J;)} also satisfy the properties of the lemma. Similarly
if T is a covariant functor.

To apply the lemma, we take the modules E, to be the I-dimensional
components occurring in a decomposition of E in terms of a basis. Let us assume
for inst ance that L , M are both covariant. We have for each module E a com-



XVI, §5

mutative diagram
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L(E)~ M(E)

L(ql'l] ]M lql;)

L(EJ~M(EJ

and a similar diagram replacing tp, by IjJ j, reversing the two vertical arrows.
Hence we get a direct sum decomposition of L(E) in terms of L(ljJi) and L(cp j),
and similarly for M(E) , in terms of M(ljJ j) and M(cpJ By hypothesis, HE, is an
isomorphism. It then follows trivially that HEis an isomorphism. For instance,
to pro ve injectivity, we write an element v E L(E) in the form

with Vi E L(EJ If HEv = 0, then

0= L HEL(cpJVi = L M(cpJHEiV;,

and since the maps M(CPi) (i = 1, . . . , m) give a direct sum decomposition of
M(E) , we conclude that HE,Vi = 0 for all i, whence Vj = 0, and V = O. The
surjectivity is equally trivial.

When dealing with a functor of several varia bles, additive in each variable,
one can keep all but one of the varia bles fixed, and then apply the proposition.
We shall do thi s in the following corollaries.

Corollary 5.3. Let E', E, F', F befree andfinite dimensional over R. Then we
have a functorial isomorphism

L(E', E) ® L(F', F) -> L(E' ® F', E ® F)

such that

f ® g H T(f, g).

Proof Keep E, F' , F fixed, and view L(E', E) ® L(F', F) as a functor in the
variable E'. Similarly, view

L(E' ® F', E ® F)

as a functor in E'. The mapf ® g H T(f, g) is functorial, and thus by the lemma,
it suffices to prove that it yields an isomorphism when E' has dimension 1.
Assume now that this is the case ; fix E' of dimension 1, and view the two
expressions in the corollary as functors of the variable E. Applying the lemma
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again, it suffices to pro ve that our arrow is an isomorphism when E has di­
mension 1. Similarly, we may assume that F, F' ha ve dimension l. In that
case the verification that the arrow is an isomorphism is a triviality, as desired.

Corollary 5.4. Let E, F be fre e and finite dimensional. Th en we have a
natural isomorphism

Proof Special case of Corollary 5.3.

Note that Corollary 5.4 had already been proved before, and that we
mention it here only to see how it fits with the present point of view.

Corollary 5.5. Let E, F be free finite dimensional over R. There is a func­
torial isomorphism

E V ® F ~ L(E, F)

given for A. E E v and y E F by the map

A. ® y I---' A ;.,y

where A ).,y is such that for all x E E, we have A .<,y(x ) = ;.(x)y.

The inverse isomorphism of Corollary 5.5 can be described as follows.
Let {VI , ... ,vn } be a basis of E, and let {v; , ... , v~ } be the dual basis. If
A E L(E,F), then the element

n
~V;®A (Vi)EEV®F
i= 1

maps to A. In particular, if E = F, then the element mapping to the identity idE
is called the Casimir element

n

~ v; ® Vi,
i= 1

independent of the choice of basis. Cf. Exercise 14.
To prove Corollary 5.5, justify that there is a well-defined homomorphism

of E V ® F to L(E,F), by the formula written down. Verify that this homo­
morphism is both injective and surjective . We leave the details as exercises.

Differential geometers are very fond of the isomorphism

L(E, E) ~ E V ® E,

and often use E V ® E when they think geometrically of L(E , E), thereby em­
phasi zing an unnecessary dualization, and an irrelevant formalism , when it is
easier to deal directly with L(E, E). In differential geometry, one applies
various functors L to the tangent space at a point on a manifold, and elements
of the spaces thus obtained are called tensors (of type L).
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Corollary 5.6. Let E, F be free and finite dimensional over R. There is a
functorial isomorphism

EV®FV -+ (E®F)v .

given for ), E E V and fJ- E F V by the map

A@fJ- t-+ A,

where A is such that.for all x E E and y E F,

A(x @ y) = A(X)fJ- (Y)

Proof. As before.

Finally, we leave the following results as an exercise.

Proposition 5.7. Let E be free and finite dimensional over R. The trace
function on L(E, E) is equal to the composite of the two maps

L(E, E) -+ EV ® E -+ R,

where thefirst mapis the inverse of the isomorphism described in Corollary 5.5,
and the second map is induced by the bilinear map

(A ,X) t-+ A(X).

Of course, it is precisely in a situation involving the trace that the iso­
morphism of Corollary 5.5 becomes important, and that the finite dimen­
sionality of E is used. In many applications, this finite dimensionality plays
no role, and it is better to deal with L(E, E) directly .

§6. TENSOR PRODUCT OF ALGEBRAS

In this section, we again let R be a commutative ring. By an R-algebra we
mean a ring homomorphism R -+ A into a ring A such that the image of R is
contained in the center of A .

Let A, B be R-algebras. We shall make A ® B into an R-algebra. Given
(a, b) E A x B, we have an R-bilinear map

Ma ,b: A X B -+ A ® B such that Ma,b(a', b') = aa' ® bb'.

Hence Ma,b induces an R-linear map ma,b: A ® B -+ A ® B such that
ma,b(a', b') = aa' ® bb'. But ma,b depends bilinearly on a and b, so we obtain
finally a unique R-bilinear map

A®BXA®B-+A®B
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such that (a (9 b)(a ' (9 b' ) = aa' (9 bb '. This map is obviously associative, and
we have a natural ring homomorphism

R ~ A (9 B given by c ~ 1 (9 c = c (9 I .

Thus A (9 B is an R-algebra , called the ordinary tensor product.

Application: commutative rings

We shall now see the implication of the above for commutative rings.

Proposition 6.1. Finite coproducts exist in the category of commutative
rings, and in the category of commutative algebras over a commutative ring .
If R ~ A and R ~ B are two homomorphisms of commutative rings , then their
coproduct over R is the homomorphism R ~ A (9 B given by

a~a (91 = 1 (9 a.

Proof. We shall limit our proof to the case of the coproduct of two ring
homomorphisms R ~ A and R ~ B. One can use induction .

Let A , B be commutative rings, and assume given ring-homomorphisms into
a commutati ve ring C,

cp : A --+ C and tjJ:B --+ C.

Then we can define a Z-bilinear map

A x B --+ C

by (x , y)~ cp(x)tjJ(y). From this we get a unique additive homomorphism

such that x (9 y~ cp(x)tjJ(y). We have seen above that we can define a ring
structure on A (9 B, such that

(a (9 b)(c (9 d) = ac (9 bd.

It is then clear that our map A (9 B --+ C is a ring-homomorphism. We also have
two ring-homomorphisms

A 1. A (9 Band B.!4 A (9 B

given by

x~ x (9 1 and y~ 1 (9 y.

The universal property of the tensor product shows that (A (9 B, f, g) is a
coproduct of our rings A and B.

If A, B, Care R-algebras, and if rp, tjJ make the following diagram com-
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mutative,

TENSOR PRODUCT OF ALGEBRAS 631

then A ® B is also an R-algebra (it is in fact an algebra over R, or A, or B, de­
pending on what one wants to use), and the map A ® B --+ C obtained above
gives a homomorphism of R-algebras.

A commutative ring can always be viewed as a Z-algebra (i.e. as an algebra
over the integers) . Thus one sees the coproduct of commutative rings as a
special case of the coproduct of R-algebras.

Graded Algebras. Let G be a commutative monoid, written additively . By
a G-graded ring, we shall mean a ring A, which as an additive group can be
expressed as a direct sum.

and such that the ring multiplication maps Ar x As into Ar+s' for all r, S E G.
In particular, we see that Ao is a subring.
The elements of Ar are called the homogeneous elements of degree r ,
We shall construct several examples of graded rings, according to the

following pattern. Suppose given for each rEG an abelian group Ar (written
additively) , and for each pair r, S EGa map Ar x As~ Ar+s' Assume that Ao
is a commutative ring, and that composition under these maps is associative and
Ao-bilinear . Then the direct sum A = EB Ar is a ring: We can define multiplica-

r EG

tion in the obvious way, namely

(L xr) (L YS) = L ( L xrYs ) ,
r EG SE G tEG r + s=t

The above product is called the ordinary product. However, there is another
way . Suppose the grading is in Z or Z/2Z. We define the super product of
x E Ar and YEAs to be (_l)rsxy , where xy is the given product. It is easily veri­
fied that this product is associative, and extends to what is called the super
product A ® A ~ A associated with the bilinear maps. If R is a commutative
ring such that A is a graded R-algebra , i.e. RAr CAr for all r (in addition to the
condition that A is a graded ring), then with the super product, A is also an
R-algebra, which will be denoted by Asu' and will be called the super algebra
associated with A.
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Example. In the next section, we shall meet the tensor algebra T(E), which
will be graded as the direct sum of F(E), and so we get the associated super
tensor algebra Tsu(E) according to the above recipe .

Similarly , let A, B be graded algebras (graded by the natural numbers as
above). We define their super tensor product

A ®su B

to be the ordinary tensor product as graded module, but with the super product

(a 0 b)(a' 0 b') = (_l)(degb)(dega ')aa' 0 bb'

if b, a' are homogeneous elements of BandA respectively. It is routinely verified
that A ®su B is then a ring which is also a graded algebra. Except for the sign,
the product is the same as the ordinary one, but it is necessary to verify associativity
explicitly . Suppose a' E Ai' b E Bj , a" E As' and b' E Br. Then the reader will
find at once that the sign which comes out by computing

(a ®su b)(a' ®su b')(a" ®su b")

in two ways turns out to be the same, namely (_lij+js+sr. Since bilinearity is
trivially satisfied, it follows that A ®su B is indeed an algebra .

The super product in many ways is more natural than what we called the
ordinary product. For instance, it is the natural product of cohomology in topol­
ogy. Cf. Greenberg-Harper, Algebraic Topology, Chapter 29. For a similar con­
struction with Z/2Z-grading, see Chapter XIX, §4.

§7. THE TENSOR ALGEBRA OF A MODULE

Let R be a commutative ring as before, and let E be a module (i.e. an
R-module). For each integer r ~ 0, we let

,
T'(E) = (8) E and TO(E) = R.

i = 1

Thus T'(E) = E 0 . . . ® E (tensor product taken r times) . Then T' is a functor,
whose effect on linear maps is given as follows. Iff : E -> F is a linear map, then

T'(j) = T(j, ... , f)

in the sense of §1.
From the associativity of the tensor product, we obtain a bilinear map

T'(E) x peE) -+ T'+ S(E),
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which is associative. Consequently, by means of this bilinear map, we can define
a ring structure on the direct sum

00

T(E) = E8 T'(E),
, =0

and in fact an algebra structure (mapping R on TO(E) = R). We shall call T(E)
the tensor algebra of E, over R. It is in general not commutative. If x, y E T(E),
we shall again write x ® y for the ring operation in T(E).

Let f :E --. F be a linear map. Then f induces a linear map

T'(f) : T'(E) --. T'(F)

for each r ~ 0, and in this way induces a map which we shall denote by T(f) on
T(E) . (There can be no ambiguity with the map of §l, which should now be
written TI(f), and is in fact equal to f since TI(E) = E.) It is clear that T(f) is
the unique linear map such that for XI' . . . , X, E E we have

T(f)(x I ® . .. ® x.) = f(x l ) ® . .. ® f(x.).

Indeed, the elements of TI(E) = E are algebra-generators of T(E) over R. We
see that T(f) is an algebra-homomorphism. Thus T may be viewed as afunctor
from the category of modules to the category of graded algebras, T(f) being a
homomorphism of degree 0.

When E is free and finite dimensional over R, we can determine the structure
of T(E) completely, using Proposition 2.3. Let P be an algebra over k. We shall
say that P is a non-commutative polynomial algebra if there exist elements
t I' ... , tn E P such that the elements

M(i)(t) = til ' . . tis

with 1 ~ i, ~ n form a basis of P over R. We may call these elements non­
commutative monomials in (z), As usual , by convention, when r = 0, the
corresponding monomial is the unit element of P. We see that t I' . . . , i, generate
P as an algebra over k, and that P is in fact a graded algebra, where P, consists of
linear combinations of monomials ti. : : t., with coefficients in R. It is natural to
say that t I ' .. . , In are independent non-commutative variables over R.

Proposition 7.1. Let E befree ofdimensionn overR. Then T(E) is isomorphic
to the non-commutative polynomial algebra on n variables over R. In other
words, if {VI " '" vn } is a basis of E over R, then the elements

form a basis of T'(E), and every element of T(E) has a uniqueexpression as a
finite sum

La(i)M(i )(v),
(i)
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with almost all a(i) equal to O.

Proof This follows at once from Proposition 2.3.

The tensor product of linear maps will now be interpreted in the context of
the tensor algebra.

For convenience, we shall denote the module oj endomorphisms EndR(E) by
L(E)Jor the rest of this section.

We form the direct sum
00

(L T)(E) = EB L(r(E)),
r=O

which we shall also write LT(E) for simplicity . (Of course , LT(E) is not equal to
EndR(T(E)), so we must view LT as a single symbol.) We shall see that LT is a
functor from modules to graded algebras, by defining a suitable multiplication
on LT(E). Let J E L(r(E)), g E L(T'(E)), h E L(Tm(E)). We define the product
Jg E L(Tr+s(E)) to be T(f, g), in the notation of §l, in other words to be the
unique linear map whose effect on an element x ® y with x E r(E) and
yE T'(E) is

x ® y f-> J(x) ® g(y).

In view of the associativity of the tensor product, we obtain at once the as­
sociativity (fg)h = J(gh), and we also see that our product is bilinear. Hence
LT(E) is a k-algebra.

We have an algebra-homomorphism

T(L(E)) --+ LT(E)

given in each dimension r by the linear map

We specify here that the tensor product on the left is taken in

L(E) ® .. . ® L(E).

We also note that the homomorphism is in general neither surjective nor injective.
When E is free finite dimensional over R, the homomorphism turns out to be
both, and thus we have a clear picture of LT(E) as a non-commutative poly­
nomial algebra, generated by L(E). Namely, from Proposition 2.5, we obtain :

Proposition 7.2. Let E befree, finite dimensional over R. Then we have an
algebra-isomorphism

00

T(L(E)) = T(EndR(E)) --+ LT(E) = EB EndR(r(E))
r=O
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f @ g H T(.f, g).

Proof. By Proposition 2.5, we have a linear isomorphism in each dimen­
sion , and it is clear that the map preserves multiplication.

In particular, we see that LT(E) IS a noncommutative polynomial algebra.

§8. SYMMETRIC PRODUCTS

Let 6 n denote the symmetric group on n letters, say operating on the integers
(1, . . . , n). An r-multilinear map

f :E(r) -> F

is said to be symmetric if f(x\, ... , xr) = f(x,,(l)' . .. , x,,(r») for all (J E 6 r.
In T'(E), we let b, be the submodule generated by all elements of type

for all Xi E E and (J E 6 r • We define the factor module

sr(E) = Tr(E)jb"

and let

00

S(E) = EB sr(E)
r=O

be the direct sum . It is immediately obvious that the direct sum

is an ideal in T(E), and hence that S(E) is a graded R-algebra, which is called the
symmetric algebra of E.

Furthermore, the canonical map

E(r) -> sr(E)

obt ained by composing the maps

E(r) -> T'(E) -> Tr(E)/br = sr(E)

is universal for r-multilinear symmetric maps.
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We observe that 5 is a functor.from the category of modules to the category
of graded R-alqebras. The image of (XI" ' " x.) under the canonical map

E(r) --+ 5'(E)

will be denoted simply by Xl . . . X,.

Proposition 8.1. Let E be free of dimension n over R. Let {VI"' " vn} be a
basisofE overk. Viewed as elementsof51(E) in 5(E), these basiselementsare
algebraically independent over R, and S(E) is therefore isomorphic to the
polynomial algebra in n variables over R.

Proof Let t 1, ... ,tn be algebraically independent variables over R, and
form the polynomial algebra R[t 1" ' " tnJ. Let P, be the R-module of homo­
geneous polynomials of degree r. We define a map of E(') --+ P, as follows. If
WI' . . . , w, are elements of E which can be written

n

Wi = Lai. v.,
v = I

then our map is given by

i = 1, .. . , r,

It is obvious that this map is multilinear and symmetric. Hence it factors
through a linear map of S'(E) into Pr :

E(r) ------+ 5'(E)

~p/,

From the commutativity of our diagram, it is clear that the element ViI' •. Vis in
S'(E) maps on til' . . tis in P, for each r-tuple of integers (i) = (i" . . . ,i,). Since
the monomials Ma,(t) of degree r are linearly independent over k, it follows that
the monomials Ma)(v) in sr(E) are also linearly independent over R, and that
our map 5'(E) --+ P, is an isomorphism. One verifies at once that the multiplica­
tion in 5(E) corresponds to the multiplication of polynomials in R[t] , and thus
that the map of S(E) into the polynomial algebra described as above for each
component sr(E) induces an algebra-isomorphism of S(E) onto R[t] , as desired.

Proposition 8.2. Let E = E' EB E" be a direct sum of finite free modules.
Then there is a natural isomorphism

sn(E' EB E") ~ EB SPE' ® 5QE".
p+q=n

In fact, this is but the n-part ofa graded isomorphism

S(E' EB E") ~ SE' ® SE".
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Proof The isomorphism comes from the following maps. The inclusions
of E' and E" into their direct sum give rise to the functorial maps

SE' @ SE" -> SE,

and the claim is that this is a graded isomorphism. Note that SE' and SE" are
commutative rings, and so their tensor product is just the tensor product of
commutative rings discussed in §6. The reader can either give a functorial map
backward to prove the desired isomorphism, or more concretely, SE' is the
polynomial ring on a finite family of variables, SE" is the polynomial ring in
another family of variables, and their tensor product is just the polynomial ring
in the two families of variables. The matter is easy no matter what, and the
formal proof is left to the reader.

EXERCISES

I. Let k be a field and k(ex) a finite extension. Let f(X) = Irrt«, k, X) , and suppose thatfis
separable. Let k' be any extension of k. Show that k(ex) ® k' is a direct sum of fields.
If k' is algebraically closed , show that these fields correspond to the embeddings of
k(ex) in k'.

2. Let k be a field, f(X) an irreducible polynomial over k, and ex a root of f. Show that
k(ex) ® k' is isomorphic, as a k'-algebra, to k'[X] j(f(X» .

3. Let E be a finite extension of a field k. Show that E is separable over k if and only if
E ®k L has no nilpotent elements for all extensions L of k, and also when L = k".

4. Let cp : A ~ B be a commutative ring homomorphism. Let E be an A-module and F
a B-module. Let FA be the A-module obtained from F via the operation of A on F
through tp, that is for y E FA and a E A this operat ion is given by

(a, y) H cp(a)y.

Show that there is a natural isomorphism

5. The norm. Let B be a commutative algebra over the commutative ring R and assume
that B is free of rank r . Let A be any commutative R-algebra. Then A @ B is both
an A-algebra and a B-algebra. We view A @ B as an A-algebra, which is also free
of rank r . If {e. , . . . , e.} is a basis of B over R, then

is a basis of A ® B over A. We may then define the norm

N = N A 0 B. A : A ® B -+ A

as the unique map which coincides with the determinant of the regular representation.
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Inother words, if b e B and bB denotes multiplicat ion by b, then

XVI, Ex

and similarly after extension of the base. Prove:
(a) Let tp : A -+ C be a homomorphism of R-algebras. Then the following diagram

is commutative :

(b) Let x, yE A ® B. Then N(x ®By) = N(x) ® N(y ). [Hint : Use the com­
mut ativity relations eiej = ejei and the associativity.]

A little flatness

6. Let M , N be flat. Show that M ® N is flat.

7. Let F be a flat R-module, and let a E R be an element which is not a zero-divisor. Show
that if ax = 0 for some x E F then x = o.

8. Prove Proposition 3.2 .

Faithfully flat

9. We cont inue to assume that rings are commutative. Let M be an A-module. We say
that M is faithfully flat if M is flat , and if the functor

is faithful , that is E # 0 implies M ® A E # O. Prove that the following cond itions are
equ ivalent.

(i) M is faithfully flat.

(ii) M is flat, and if u : F -+ E is a homomorphism of A-modules, U # 0, then
Tw(u): M ®A F -+ M ®A E is also # 0.

(iii) M is flat, and for all maximal ideals m of A, we have mM # M .

(iv) A sequence of A-modules N' -+ N -+ N" is exact if and only if the sequence
tensored with M is exact.

10. (a) Let A -+ B be a ring-homomorphism. If M is faithfully flat over A, then B ® AM
is faithfully flat over B.

(b) Let M be faithfully flat over B. Then M viewed as A-module via the homomorphism
A -+ B is faithfully flat over A if B is faithfully flat over A.

II. Let P, M, E bemodules over the commutative ring A. If P is finitely generated (resp.
finitely presented) and E is flat , show that the natural homomorphism

is a monomorphism (resp. an isomorphism).
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[Hillt: Let F I -> F0 -> P -> 0 be a finite presentation , say. Consider the diagram

j j j

Tensor products and direct limits

12. Show that the tensor product commutes with direct limits. Inother words, if {E;} is a
directed family of modules, and M is any module, then there is a natural isomorphism

~(Ej ® AM):::; (~Ej) ®A M.

13. (D. Lazard) Let E be a module over a commutative ring A. Tensor products are all
taken over that ring. Show that the following conditions are equivalent :

(i) There exists a direct family {F;} of free modules of finite type such that

(ii) E is flat.

(iii) For every finitely presented module P the natural homom orphism

H om A(P, A) ®A E -> HomA(P, E)

is surjective.

(iv) For every finitely presented module P and homomorphism f :P -> E there
exists a free module F, finitely generated, and homomorph isms

9 : P -> F and h : F -> E

such that f = h og.

Remark. The point of Lazard 's theorem lies in the first two conditions: E is flat
if and only if E is a direct limit of fr ee modules offinit e type.

[Hint: Since the tensor product commutes with direct limits, that (i) implies (ii)
comes from the preceding exercise and the definition of flat.

To show that (ii) implies (iii), use Exercise II.
To show that (iii) implies (iv) is easy from the hypothesis.
To show that (iv) implies (i), use the fact that a module is a direct limit of finitely

presented modules (an exercise in Chapter III), and (iv) to get the free modules
instead. For complete details , see for instance Bourbaki, Algebre, Chapter X, §I,
Theorem I , p. 14.]

The Casimir element

14. Let k be a commutative field and let E be a vector space over k, of finite dimension
II . Let B be a nondegenerate symmetric bilinear form on E, inducing an iso-
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morphism E --> E v of E with its dual space. Let {VI, . .. ,vn } be a basis of E. The B­
dual basis {vf, . . . , v~ } consists of the elements of E such that B(Vi, vJ) =bij.

(a) Show that the element I:Vi ® V; in E ® E is independent of the choice of
basis. We call this element the Casimir element (see below).

(b) In the symmetric algebra S(E ), let QB = I: ViV;, Show that QB is indepen­
dent of the choice of basis. We call QB the Casimir polynomial. It depends on
B, of course.

(c) More generally, let D be an (associative) algebra over k, let P): E --> D be an
injective linear map of E into D. Show that the element I: P)(Vi )P)(V;) =
WB,fJJ is independent of the choice of basis. We call it the Casimir element in
D, determined by p) and B.

Remark. The terminology of the Casimir element is determined by the classical
case, when G is a Lie group, E = 9 = Lie(G) is the Lie algebra of G (tangent space at the
origin with the Lie algebra product determined by the Lie derivative), and P)(v) is the
differential operator associated with V (Lie derivative in the direction of v). The Casimir
element is then a partial differential operator in the algebra of all differential operators
on G. Cf. basic books on manifolds and Lie theory, for instance [JoL Oil, Chapter II, §1
and Chapter VII, §2.

15. Let E = sln(k) = subspace of Matn (k) consisting of matrices with trace O. Let B be
the bilinear form defined by B(X , Y ) = tr(XY). Let G = SLn(k). Prove:

(a) B is c(G)-invariant, where c(g) is conjugation by an element g E G.
(b) B is invariant under the transpose (X , Y) f-+ e X , I Y).
(c) Let k = R. Then B is positive definite on the symmetric matrices and nega­

tive definite on the skew-symmetric matrices.
(d) Suppose G is given with an action on the algebra D of Exercise 14, and that

the linear map ~: E --> D is G-linear. Show that the Casimir element is G­
invariant (for the conjugation action on S(E ), and the given action on D).



CHAPTER XVII
Semisimplicity

In many applications, a module decomposes as a direct sum of simple sub­
modules, and then one can develop a fairly precise structure theory, both under
general assumptions, and particular applications. This chapter is devoted to
those results which can be proved in general. In the next chapter, we consider
those additional results which can be proved in a classical and important special
case.

I have more or less followed Bourbaki in the proof of Jacobson's density
theorem.

§1. MATRICES AND LINEAR MAPS OVER
NON-COMMUTATIVE RINGS

In Chapter XIII , we considered exclusively matrices over commutative
rings. For our present purposes, it is necessary to consider a more general
situation.

Let K be a ring. We define a matrix (cpij) with coefficients in K just as we
did for commutative rings. The product of matrices is defined by the same
formula . Then we again have associativity and distributivity, whenever the
size of the matrices involved in the operations makes the operations defined.
In particular, the square n x n matrices over K form a ring, again denoted by
MatiK). We have a ring-homomorphism

on the diagonal.

641
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By a division ring we shall mean a ring with 1 =I 0, and such that every
non-zero element has a mult iplicative inverse.

If K is a division ring, then every non-zero K-module has a basis, and the
cardinalities of two bases are equal. The proof is the same as in the commutative
case; we never needed commutativity in the arguments. This cardinality is
again called the dimension of the module over K, and a module over a division
ring is called a vector space.

We can associate a matrix with linear maps, depending on the choice of a
finite basis, just as in the commutative case. However, we shall consider a
somewhat different situation which we want to apply to semisimple modules.

Let R be a ring, and let

be R-modules, expressed as direct sums of R-submodules. We wish to describe
the most general R-homomorphism of E into F.

Suppose first F = F 1 has one component. Let

({J : E 1 ~ .. • ~ En -. F

be a homomorphism. Let ({J j: E, -. F be the restriction of ({J to the factor Ej •

Every element x E E has a unique expression x = Xl + ... + X n , with X j E Ej •

We may therefore associate with x the column vector X = I(Xl> . •. , x n) , whose
components are in E l> . .. , En respectively. We·can associate with ({J the row
vector (({Jl ' .. . , ({In), ({J j E HomR(Ej , F), and the effect of ({J on the element x of
E is described by matrix multiplication, of the row vector times the column
vector.

More generally, consider a homomorphism

({J : E1 EB . .. EB En -. F 1 EB . .. EB Fm '

Let tt , : F 1 ~ • . . EB Fm -. F, be the projection on the i-th factor . Then we can
apply our previous remarks to 1ti 0 ({J, for each i. In this way, we see that there
exist unique elements ({J ij E HomR(Ej , F;), such that ({J has a matrix representa­
tion

whose effect on an element x is given by matrix multiplication, namely
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Conversely, given a matrix (qJij) with qJij E HomR(Ej , Fi ) , we can define an
element of HomR(E, F) by means of this matrix. We have an additive group­
isomorphism between HomR(E, F) and this group of matrices.

In particular, let E be afixed R-module, and let K = EndR(E). Then we have
a ring-isomorphism

which to each qJ E EndR(E(n )) associates the matrix

determined as before, and operating on the left on column vectors of s», with
components in E.

Remark. Let E be a l-dirnensional vector space over a division ring D,
and let {v} be a basis. For each a E D, there exists a unique D-linear map
fa: E --+ E such that fa(v) = avo Then we have the rule

Thus when we associate a matrix with a linear map, depending on a basis, the
multiplication gets twisted. Ne vertheless, the statement we just made preceding
this remark is correct!! The point is that we took the qJij in EndR(E), and not
in D, in the special case that R = D. Thus K is not isomorphic to D (in the
non-commutative case) , but anti-isomorphic. This is the only point of difference
of the formal elementary theory of linear maps in the commutative or non­
commutative case.

We recall that an R-module E is said to be simple if it is # 0 and if it has no
submodule other than 0 or E.

Proposition 1.1. Schur's Lemma. Let E, F be simple R-modules. Every
non-zero homomorphism of E into F is an isomorphism. The ring EndR(E) is
a division ring.

Proof. Let f : E --+ F be a non-zero homomorphism. Its image and kernel
are submodules, hence Ker f = 0 and 1m f = F. Hence f is an isomorphism.
If E = F, then f has an inverse , as desired .

The next proposition describes completely the ring of endomorphisms of a
direct sum of simple modules.

Proposition 1.2. Let E = E\n tl E3j . . . E3j E~nr ) be a direct sum of simple
modules, the Ei being non-isomorphic, and each E, being repeated n, times in
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the sum. Then, up to a permutation, E 1, • • • , E, are uniquely determined up
to isomorphisms, and the multiplicities n1, ••• , n, are uniquely determined.
The ring EndR(E) is isomorphic to a ring of matrices, of type

where M ; is an nj x n, matrix over EndR(EJ, (The isomorphism is the one
with respect to our direct sum decomposition.)

Proof. The last statement follows from our pre vious considerations, taking
into account Proposition 1.1.

Suppose now that we have two R-modules, with dire ct sum decompositions
into simple submodules, and an isomorphism

such that the E; are non-i somorphic, and the Fj are non-isomorphic. From
Proposition 1.1, we conclude that each E, is isomorphic to some F j , and con­
versely. It follows that r = s, and that after a permutation, E, ~ F j • Further­
more, the isomorphism mu st induce an isomorphism

for each i. Since E, ~ Fj, we ma y assume without loss of generality that in
fact E, = F j • Thus we are reduced to pro ving : If a module is isomorphic to
E(n) and to E(m), with some simple module E, then n = m. But EndR(E(n)) is
isomorphic to the n x n matrix ring over the division ring EndR(E) = K.
Furthermore this isomorphism is verified at once to be an isomorphism as
K-vector space. The dimension of the space of n x n matrices over K is n2

•

This proves that the multiplicity n is uniquely determined , and proves our
proposition.

When E admits a (finite) direct sum decomposition of simple submodules,
the number of times that a simple module of a given isomorphism class occurs
in a decomposition will be called the multiplicity of the simple module (or of
the isomorphism class of the simple module).

Furthermore, if

is expressed as a sum of simple submodules, we shall call nl + ... + n, the
length of E. In man y applications, we shall also write

,
E = n1E 1 EB . . . EB n.E; = EB n.E].

j= I



XVII, §2 CONDITIONS DEFINING SEMISIMPLICITY 645

§2. CONDITIONS DEFINING SEMISIMPLICITY

Let R be a ring. Unless otherwise specified in this section all modules and
homomorphisms willbe R-modules and R-homomorphisms.

The following conditions on a module E are equivalent :

SS 1. E is the sum of a family of simple submodules.

SS 2. E is the direct sum of a family of simple submodules.

SS 3. Every submodule F of E is a direct summand, i.e. there exists a
submodule Y such that E = F Et> Y.

We shall now prove that these three conditions are equivalent.

Lemma 2.1. Let E = E E, be a sum (not necessarily direct) of simple sub-
iEI

modules. Then there exists a subset J c I such that E is the direct sum
EBEj .
j EJ

Proof. Let J be a maximal subset of I such that the sum L Ej is direct.
jeJ

We contend that this sum is in fact equal to E. It will suffice to prove that each
E, is contained in this sum. But the intersection of our sum with E, is a sub­
module of E;, hence equal to 0 or Ei • If it is equal to 0, then J is not maximal,
since we can adjoin i to it. Hence E, is contained in the sum, and our lemma is
proved.

The lemma shows that SS 1 implies SS 2. To see that SS 2 implies SS 3, take
a submodule F, and let J be a maximal subset of I such that the sum F + EB E,

jeJ

is direct. The same reasoning as before shows that this sum is equal to E.
Finally assume SS3. To show SS 1, we shall first prove that every non-zero

submodule of E contains a simple submodule. Let vEE, v * O. Then by
definition, Rv is a principal submodule, and the kernel of the homomorphism

R -. Rv

is a left ideal L =f: R. Hence L is contained in a maximal left ideal M =f: R
(by Zorn's lemma). Then MIL is a maximal submodule of RIL (unequal to
RIL), and hence Mv is a maximal submodr''e of Rv, unequal to Rv, correspond­
ing to MIL under the isomorphism

R/L -. Rv.
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We can write E = Mv EEl M ' with some submodule M' . Then

Rv = Mv EEl (M' n Rv),

XVII. §3

because every element x E Rv can be written uniquely as a sum x = av + x'
with a EM and x' EM', and x' = x - av lies in Rv. Since Mv is maximal in
Rv, it follows that M' n Rv is simple, as desired.

Let Eo be the submodule of E which is the sum of all simple submodules of
E. If Eo =f:. E, then E = Eo EEl F with F =f:. 0, and there exists a simple sub­
module of F, contradicting the definition of Eo. This proves that 553 implies
551.

A module E satisfying our three conditions is said to be semisimple.

Proposition 2.2. Every submodule and every factor module of a semisimple
module is semisimpIe.

Proof. Let F be a submodule. Let F0 be the sum of all simple submodules
of F. Write E = F0 EEl Fo. Every element x of F has a unique expression
x = Xo + Xo with Xo E F0 and Xo E Fo. But Xo = x - Xo E F. Hence F is
the direct sum

F = F0 EEl (F n Fo)·
We must therefore have F 0 = F, which is semisimple. As for the factor module,
write E = FEElF'. Then F' is a sum of its simple submodules, and the canonical
map E --+ ElF induces an isomorphism of F' onto ElF. Hence ElF is semisimple.

§3. THE DENSITY THEOREM

Let E be a semisimple R-module . Let R' = R'(E) be the ring EndR(E) . Then
E is also a R' -module, the operation of R' on E being given by

(<p, x) H <p(x)

for 'P E R' and x E E. Each a E R induces a R'-homomorphismfa : E~ E by
the map fa (x) = ax . This is what is meant by the condition

<p(rxX) = rx<p(X).

We let R" = R"(E) = EndR,(E). We call R' the commutant of Rand R" the
bicommutant. Thus we get a ring-homomorphism

R ~ EndR,(E) = R"(E) = R"
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by IJ. f---> fa. We now ask how big is the image of this ring-homomorphism.
The density theorem states that it is quite big.

Lemma 3.1. Let E be semisimple over R . Let R' = EndR(E), f E EndR,(E)
as above . Let x E R. There exists an element a E R such that ax = f(x) .

Proof. Since E is semisimple, we can write an R-direct sum

E = Rx EB F

with some submodule F . Let 7T: E ~ Rx be the projection . Then 7T E R', and
hence

f(x) = f(nx) = nf(x).

This shows that f(x) E Rx, as desired.

The density theorem generalizes the lemma by dealing with a finite number
of elements of E instead of ju st one . For the proof, we use a diagonal trick.

Theorem 3.2. (Jacobson). Let E be semisimple over R, and let
R' = EndR(E). Let f E EndR,(E). Let X I, . •. , xn E E . Then there exists an
element a E R such that

aXj = j(Xj) for i = I, .. . , n .

IfE is finitely generated over R ', then the natural mapR~ EndR,(E) is surjective.

Proof. For clarity of notation, we shall first carry out the proof in case E
is simple . Letj'?" : E(n) --+ E(n) be the product map, so that

Let R~ = EndR(E(n». Then R~ is none other than the ring of matrices with
coefficients in R'. Since f commutes with elements of R' in its action on E, one
sees immediately thatj<n) is in EndR~(E(n». By the lemma, there exists an element
a E R such that

which is what we wanted to prove.
When E is not simple, suppose that E is equal to a finite direct sum of simple

submodules E, (non-isomorphic), with multiplicities n.:

(E i *Ej if i =lJ),

then the matrices representing the ring of endomorphisms split according to
blocks corresponding to the non-i somorphic simple components in our direct
sum decomposition. Hence here again the argument goes through as before.
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The main point is thatjCn) lies in EndR~(E(n», and that we can apply the lemma.
We add the observation that if E is finitely generated over R', then an element

f E EndR,(E) is determined by its value on a finite number of elements of E, so
the asserted surjectivity R ~ EndR,(E) follows at once . In the applications
below, E will be a finite dimensional vector space over a field k, and R will be
a k-algebra, so the finiteness condition is automatically satisfied.

The argument when E is an infinite direct sum would be similar , but the
notation is disagreeable . However, in the applications we shall never need the
theorem in any case other than the case when E itself is a finite direct sum of
simple modules, and this is the reason why we first gave the proof in that case,
and let the reader write out the formal details in the other cases, if desired .

Corollary 3.3. (Burnside's Theorem). Let E be a finite-dimensional
vector space over an algebraically closedfield k, and let R be a subalgebra of
Endk(E). If E is a simple Rcmodule, then R = EndR, (E).

Proof. We contend that EndR(E) = k. At any rate, EndR(E) is a division
ring R', containing k as a subring and every element of k commutes with every
element of R' . Let a E R'. Then k(a) is a field. Furthermore, R' is contained in
Endk(E) as a k-subspace, and is therefore finite dimensional over k. Hence k(rx)
is finite over k, and therefore equal to k since k is algebraically closed. This
proves that EndR(E) = k. Let now {VI' ... , vn} be a basis of E over k. Let
A E Endk(E). According to the density theorem, there exists a E R such that

rxVj = AVj for i = 1, . . . , n.

Since the effect of A is determined by its effect on a basis , we conclude that
R = Endk(E).

Corollary 3.3 is used in the following situation as in Exercise 8. Let E
be a finite-dimensional vector space over field k. Let G be a submonoid of
GL(E) (multiplicative). A G-invariant subspace F of E is a subspace such that
CTF C F for all CT E G. We say that E is G-simple if it has no G-invariant
subspace other than 0 and E itself, and E * O. Let R = k[G] be the subalgebra
of EndiE) generated by Gover k. Since we assumed that G is a monoid , it
follows that R consists of linear combinations

with a, E k and a, E G. Then we see that a subspace F of E is G-invariant if and
only if it is R-invariant. Thus E is G-simple if and only if it is simple over R in
the sense which we have been considering. We can then restate Burnside's
theorem as he stated it :

Corollary3.4. Let E be a finite dimensional vector space over an alge­
braically closed field k, and let G be a (multiplicative) submonoid of GL(E).
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If E is G-simple, then keG] = Endk(E).

THE DENSITY THEOREM 649

When k is not algebraically closed, then we still get some result. Quite
generally, let R be a ring and E a simple R-module. We have seen that EndR(E)
is a division ring, which we denote by D, and E is a vector space over D.

Let R be a ring, and E any R-module. We shall say that E is a faithful
module if the following cond ition is satisfied . Given (X E R such that (Xx = 0
for all x E E, we have (X = O. In the applications, E is a vector space over a field
k, and we have a ring-homomorphism of R into Endk(E). In this way, E is an
R-module, and it is faithful if and only if this homomorphism is injective .

Corollary 3.5. (Wedderburn's Theorem), Let R be a ring, and E a simple,
faithful module over R. Let D = EndR(E), and assume that E is finite dimen­
sional over D. Then R = EndD(E).

Proof. Let {VI "' " vn } be a basis of E over D. Given A E EndD(E), by
Theorem 3.2 there exists (X E R such that

(XVi = AVi for i = 1, . . . , n .

Hence the map R --+ EndD(E) is surjective. Our assumption that E is faithful
over R implies that it is injective , and our corollary is proved.

Example. Let R be a finite-dimensional algebra over a field k, and assume
that R has a unit element, so is a ring. If R does not have any two-sided ideals
other than 0 and R itself, then any nonzero module E over R is faithful, because
the kernel of the homomorphism

is a two-sided ideal # R. If E is simple, then E is finite dimensional over k.
Then D is a finite-dimensional division algebra over k. Wedderburn's theorem
gives a representation of R as the ring of D-endomorphisms of E.

Under the assumption that R is finite dimensional, one can find a simple
module simply by taking a minimal left ideal =1= O. Such an ideal exists merely
by taking a left ideal of minimal non-zero dimension over k. An even shorter
proof of Wedderburn 's theorem will be given below (Rieffel's theorem) in this
case .

Corollary 3.6. Let R be a ring. finite dimensional algebraover afield k which
is algebraically closed. Let V be a finite dimensional vector space over k, with
a simplefaithful representation p: R~ Endk(V). Then p is an isomorphism.
in other words. R = Matn(k).

Proof. We apply Corollary 3.5, noting that D is finite dimensional over
k. Given a E D , we note that k(a) is a commutative subfield of D, whence
k(a) = k by assumption that k is algebraically closed , and the corollary follows.
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Note. The corollary applies to simple rings, which will be defined below .

Suppose next that VI' . . . , Vm are finite dimensional vector spaces over a field
k, and that R is a k-algebra with repre sentations

R -,> Endk(V; ), i = I , .. . , m,

so V; is an R-module . If we let

E = VI EB . . . EB Vm ,

then E is finite over R'(E ), so we get the following consequence of Jacobson' s
den sity theorem .

Theorem 3.7 . Existence of projection operators. Let k be a field. R a
k-alqebra, and VI' ... , Vm finit e dimensional k-spaces which are also simple
R-modules, and such that V; is not R-isomorphic to \.} f or i 1= j. Then there
exist elements ei E R such that ei acts as the identity on V; and ei\.} = 0
if j 1= i.

Proof. We observe that the projection fi from the direct sum E to the i -th
factor is in EndR,(E), because if cp E R ' then cp(\.}) C \.} for allj. We may therefore
appl y the den sity theorem to conclude the proof.

Corollary 3.8. (Bourbaki). Let k be a field of characteristic O. Let R be
a k-algebra , and let E , F be semisimple Rsmodules, finit e dimensional over k.
For each a E R, let aE' aF be the corresponding k-endomorphisms on E and
F respecti vely . Suppo se that the traces are equal; that is,

tr(aE) = tr(aF) for all a E R .

Then E is isomorphic to F as R-module.

Proof. Each of E and F is isomorphic to a finite direct sum of simple R­
modules , with certain multiplicities. Let V be a simple R-module , and suppose

E = y<n) EB direct summands not isomorphic to V

F = y<m ) EB direct summands not isomorphic to V.

It will suffice to prove that m = n. Let ev be the element of R found in Theorem
3.7 such that ev acts as the identity on V, and is 0 on the other direct summands
of E and F . Then

tr(eE) = ndimk(V) and tr(eF) = mdimk(V),

Since the traces are equal by assumption, it follows that m = n, thus concluding
the proof. Note that the characteristic 0 is used here , because the values of the
trace are in k .

Example. In the language of repre sentations , suppose G is a monoid , and
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we have two semisimple representations into finite dimensional k-spaces

p : G~ Endk(E) and pi : G ~ Endk(F)

(so p and p' map G into the multiplicative monoid of Endj ). Assume that
tr p((T) = tr p'((T) for all (T E G. Then p and pi are isomorphic . Indeed , we let
R = k[GJ, so that p and pi extend to representations of R. By linearity, one has
that tr pea) = tr p'ea) for all a E R, so one can apply Corollary 3.8.

§4. SEMISIMPlE RINGS

A ring R is called semisimple if 1 #- 0, and if R is semisimple as a left module
over itself.

Proposition 4.1. If R is semisimple, then every R-module is semisimple.

Proof. An R-module is a factor module of a free module, and a free module
is a direct sum of R with itself a certain number of times. We can apply Proposi­
tion 2.2 to conclude the proof.

Examples. I) Let k be a field and let R = Matn(k) be the algebra of
n x n matrices over k. Then R is semisimple, and actually simple, as we shall
define and prove in §5, Theorem 5.5 .

2) Let G be a finite group and suppose that the characteristic of k does not
divide #(G). Then the group ring k[G] is semisimple, as we shall prove in Chapter
XVIII, Theorem 1.2.

3) The Clifford algebras enover the real numbers are semisimple . See Exer­
cise 19 of Chapter XIX .

A left ideal of R is an R-module, and is thus called simple if it is simple as a
module. Two ideals L , L ' are called isomorphic if they are isomorphic as
modules.

We shall now decompose R as a sum of its simple left ideals , and thereby
get a structure theorem for R.

Let {LJi EI be a family of simple left ideals , no two of which are isomorphic,
and such that each simple left ideal is isomorphic to one of them. We say that
th is family is a family of representatives for the isomorphism classes of simple
left ideals .

Lemma 4.2. Let L be a simple left ideal, and let E be a simple R-module.
If L is not isomorphic to E, then LE = 0.

Proof. We have RLE = LE, and LE is a submodule of E, hence equal to
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oor E. Suppose LE = E. Let y E E be such that

Ly i= O.

XVII, §4

Since Ly is a submodule of E, it follows that Ly = E. The map I'J. H l'J.y of L
into E is a homomorphism of L into E, which is surjective, and hence nonzero.
Since L is simple, this homomorphism is an isomorphism.

Let

be the sum of all simple left ideals isomorphic to L: From the lemma, we con­
clude that RjRj = 0 if i i= j. This will be used constantly in what follows. We
note that R, is a left ideal, and that R is the sum

because R is a sum of simple left ideals. Hence for any j E I,

R, C RjR = RjRj C Rj,

the first inclusion because R contains a unit element, and the last because R j

is a left ideal. We conclude that R, is also a right ideal, i.e. R, is a two-sided
ideal for allj E I .

We can express the unit element 1 of R as a sum

1= L e,
j e l

with ej E R j . This sum is actually finite, almost all ej = O. Say e, i= 0 for
indices i = 1, . .. , s, so that we write

r = e1 + ... + es.

For any x E R, write

x = LXj,
i e l

For j = 1, ... , s we have ejx = ejxj and also

Furthermore, x = e1x + ... + e,x. This proves that there is no index i
other than i = 1, .. . , s and also that the i-th component x, of x is uniquely
determined as e,x = e.x.. Hence the sum R = R 1 + ... + R, is direct, and
furthermore, e, is a unit element for R;, which is therefore a ring. Since
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R,Rj = 0 for i i= i. we find that in fact

R = Il Rj

j = I

SEMISIMPLE RINGS 653

is a direct product of the rings Rj •

A ring R is said to be simple if it is semisimple, and if it has only one
isomorphism class of simple left ideals . We see that we have proved a structure
theorem for semisimple rings:

Theorem 4.3. Let R be semisimple. Then there is only a finit e number of
non-isomorphic simple left ideals, say L I , •.. , Ls . If

R j = L L
L ~ t. ,

is the sum ofall simple left ideals isomorphic to Lj, then R, is a two-sided ideal,
which is also a ring (the operations being those induced by R), and R is ring
isomorphic to the direct product

s

R = f1 s ..
j = I

Each R, is a simple ring. If e, is its unit element, then 1 = el + ... + e., and
R, = Re.. We have ejej = 0 if i i= j .

We shall now discu ss modules.

Theorem 4.4. Let R be semisimple, and let E be an R-module i= O. Then

s s

E = EBR jE = EB ejE,
j = I j = I

and RjE is the submodule of E consisting of the sum of all simple submodules
isomorphic to L j.

Proof. Let E, be the sum of all simple submodules of E isomorphic to Li.
If V is a simple submodule of E, then R V = V, and hence L, V = V for some i.
By a previous lemma, we have L, ~ V. Hence E is the direct sum of E I , . . . , Es •

It is then clear that RjE = E j •

Corollary 4.5. Let R be semisimple. Every simple module is isomorphic to
one of the simple left ideals L:

Corollary 4.6. A simple ring has exactly one simple module, up to iso­
morphism.
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Both these corollaries are immediate consequences of Theorems 4.3 and 4.4.

Proposition 4.7. Let k be a fie ld and E a finite dimensional vector space
over k. Let S be a subset of Endk(E). Let R be the k-algebra generated by the
elements ofS. Then R is semisimple if and only if E is a semisimple R (or S)
module.

Proof. If R is semisimple, then E is semisimple by Proposition 4.1. Con­
versely, assume E semisimple as S-module . Then E is semisimple as R-module ,
and so is a direct sum

n

E = EB E,
i= I

where each E, is simple. Then for each i there exists an element Vj E E, such
that E; = Ru. . The map

X 1---+ (XVI , .. . , xvn)

is a R-homomorphism of R into E, and is an injection since R is contained in
Endk(E). Since a submodule of a semisimple module is semisimple by Proposi­
tion 2.2, the desired result follows.

§5. SIMPLE RINGS

Lemma 5.1. Let R be a ring, and l/J E EndR(R) a homomorphism of R into
itself, viewed as R-module. Then there exists a E R such that l/J(x) = xa for
all X E R.

Proof. We have l/J(x ) = l/J(x · I) = xl/J(1). Let a = l/J(1).

Theorem 5.2. Let R be a simple ring. Then R is afinite direct sum of simple
left ideals. There are no two-sided ideals except 0 and R. If L, M are simple
left ideals, then there exists a E R such that La = M. We have LR = R.

Proof. Since R is by definition also semisimple, it is a direct sum of simple
m

left ideals , say EBLj . We can write I as a finite sum I = ?: f3j ' with f3j E Lj •
j EJ r l

Then m m

R = EB Rflj = EB Lj.
j= I j = I
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This proves our first assertion. As to the second , it is a consequence of the
third. Let therefore L be a simple left ideal. Then LR is a left ideal, because
RLR = LR, hence (R being semisimple) is a direct sum of simple left ideals,
say

m

LR = ffiL j ,

j = 1

Let M be a simple left ideal. We have a direct sum decomposition R = LEE> L'.
Let n : R -> L be the projection. It is an R-endomorphism. Let a: L --+ M be
an isomorphism (it exists by Theorem 4.3). Then a 0 n : R -> R is an R-endo­
morphism. By the lemma, there exists a E R such that

a 0 n(x) = x« for all x E R.

Apply this to elements x E 1. We find

a(x) = x« for all x E 1.

The map x H x« is a R-homomorphism of L into M, is non-zero, hence is an
isomorphism. From this it follows at once that LR = R, thereby proving our
theorem.

Corollary 5.3. Let R be a simple ring. Let E be a simple R-module, and L
a simple left ideal of R. Then LE = E and E is faithful.

Proof. We have LE = L(RE) = (LR)E = RE = E. Suppose aE = °
for some rx E R. Then RrxRE = RrxE = 0. But RrxR is a two-sided ideal. Hence
RaR = 0, and a = O. This proves that E is faithful.

Theorem 5.4. (Rieffel). Let R be a ring without two-sided ideals except 0
and R. Let L be a nonzero left ideal, R' = EndR(L) and R" = EndR'(L).
Then the natural map A: R --+ R" is an isomorphism.

Proof. The kernel of A is a two-sided ideal, so ), is injective. Since LR
is a two-sided ideal, we have LR = Rand A(L)A(R) = A(R). For any x, y E L,
and fER", we have f(xy) = f(x)y, because right multiplication by y is an
R-endomorphism of 1. Hence A(L) is a left ideal of R", so

R" = R"A(R) = R"A(L)A(R) = A(L)A(R) = A(R),

as was to be shown.

In Rieffel's theorem, we do not need to assume that L is a simple module.
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On the other hand , L is an ideal. So thi s theorem is not equivalent with previous
ones of the same nature. In §7, we shall give a very general condition under
which the canonical homomorphism

R -+ R"

of a ring into the double endomorphism ring of a module is an isomorphism.
This will cover all the pre vious cases.

As pointed out in the example following Wedderburn's theorem, Rieffel's
theorem applies to give another proof when R is a finite-dimensional algebra
(with unit) over a field k.

The next theorem gives a converse, showing that matrix rings over division
algebras are simple.

Theorem 5.5. Let D be a division ring, and E a finite-dimensional vector
spaceoverD. Let R = EndD(E). Then R is simpleand E is a simpleR-module.
Furthermore, D = EndR(E).

Proof. We first show that E is a simple R-module. Let vEE, v =I- O. Then
v can be completed to a basis of E over D, and hence, given wEE, there exists
a E R such that av = w. Hence E cannot have any invariant subspaces other
than 0 or itself, and is simple over R. It is clear that E is faithful over R. Let
{VI' . .. , vm } be a basis of E over D. The map

of R into E(m ) is an R-homomorphism of R into E(m ), and is injective. Given
(WI> • . . , wm) E E(m), there exists (X E R such that av; = Wi and hence R is R­
isomorphic to E(m). This shows that R (as a module over itself) is isomorphic
to a direct sum of simple modules and is therefore semisimple. Furthermore,
all these simple modules are isomorphic to each other, and hence R is simple
by Theorem 4.3.

There remains to prove that D = EndR(E). We note that E is a semisimple
module over D since it is a vector space, and every subspace admits a com­
plementary subspace. We can therefore apply the density theorem (the roles
of Rand D are now permuted !). Let cp E EndR(E). Let vEE, v =I- O. By the
density theorem, there exists an element a E D such that cp(v) = avo Let WEE.
There exists an element fER such that f( v) = w. Then

cp(W) = cp(f(v» = f(cp(v» = f(a v) = af( v) = aw.

Therefore cp(w) = aw for all WEE. This means that cp E D, and concludes our
proof.

Theorem 5.6. Let k be a field and E a finite-dimensional vector space of
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dimension mover k. Let R = EndiE). Then R is a k-space,and

dim, R = m",

Furthermore, m is the number of simple left ideals appearing in a direct sum
decomposition of R as such a sum.

Proof. The k-space of k-endomorphisms of E is represented by the space
of m x m matrices in k, so the dimension of R as a k-space is m2

• On the other
hand, the proof of Theorem 5.5 showed that R is R-isomorphic as an R-module
to the direct sum E(m). We know the uniqueness of the decomposition of a
module into a direct sum of simple modules (Proposition 1.2), and this proves
our assertion.

In the terminology introduced in §I, we see that the integer m in Theorem
5.6 is the length of R.

We can identify R = Endk(E) with the ring of matrices Matm(k), once a
basis of E is selected. In that case, we can take the simple left ideals to be the
ideals L, (i = 1, . . . , m) where a matrix in L, has coefficients equal to 0 except
in the i-th column. An element of L 1 thus looks like

o 0)o 0
· .· .· .
o ... 0

We see that R is the direct sum of the m columns.
We also observe that Theorem 5.5 implies the following :

If a matrix M E Matm(k) commutes with all elements of Matm(k), then M is a
scalar matrix.

Indeed, such a matrix M can then be viewed as an R-endomorphism of E,
and we know by Theorem 5.5 that such an endomorphism lies in k. Of course,
one can also verify th is directly by a brute force computation.

§6. THE JACOBSON RADICAL, BASE CHANGE,
AND TENSOR PRODUCTS

Let R be a ring and let M be a maximal left ideal. Then RIM is an R-module ,
and actually RIM is simple . Indeed, let J be a submodule of RIM with
J =1= RIM . Let J be its inverse image in R under the canonical homomorphism.



658 SEMISIMPLICITY XVII, §6

Then J is a left ideal *" M because J *" RIM, so J = Rand J = O. Conversely,
let E be a simple R-module and let vEE, v *" O. Then Rv is a submodule *" a
of E, and hence Rv = E. Let M be the kernel of the homomorphism x ~ xv .
Then M is a left ideal, and M is maximal; otherwise there is a left ideal M' with
R :> M' :> M and M' *" R, *" M. Then RIM = E and RIM' is a non-zero homo­
morphic image of E, which cannot exist since E is simple (Schur's lemma,
Proposition 1.1) . Thus we obtain a bijection between maximal left ideals and
simple R-modules (up to isomorphism) .

We define the Jacobson radical of R to be the left ideal N which is the
intersection of all maximal left ideals of R. We may also denote N = Rad(R) .

Theorem 6.1. (a) For every simple R-module we have NE = O.
(b) The radical N is a two-sided ideal, containing all nilpotent two-sided ideals.
(c) Let R be a finite dimensional algebra over field k. Its radical is {O}, if and

only if R is semisimple .
(d) If R is a finite dimensional algebra over a field k, then its radical N is

nilpotent (i.e. NT = 0 for some posit ive integer r).

These statements are easy to prove, and hints will be given appropriately . See
Exercises 1 through 5.

Observe that under finite dimensionality conditions, the radical's being a
gives us a useful criterion for a ring to be semisimple, which we shall use in
the next result.

Theorem 6.2. Let A be a semisimple algebra, finite dimensional over a field
k. Let K be a finite separable extension of k. Then K 0 k A is a semisimple
over K.

Proof. In light of the radical criterion for semisimplicity, it suffices to prove
that K 0 k A has zero radical, and it suffices to do so for an even larger extension
than K, so that we may assume K is Galois over k, say with Galois group G.
Then G operates on K 0 A by

u(x 0 a) = ox I8l a for x E K and a EA .

Let N be the radical of K 0 A . Since N is nilpotent, it follows that uN is also
nilpotent for all a E G, whence uN = N because N is the maximal nilpotent
ideal (Exercise 5) . Let {aI' . .. , am}be a basis of A over k. Suppose N contains
the element

, = LXi I8l a, *" a with Xi E K.

For every y E K the element (y 0 1)' = 2: YXi 0 a, also lies in N. Then

traceu y I8l 1)') = 2: u, = 2: Tr(yxi) 0 a, = 2: 1 0 aiTr(yxi)

also lies in N, and lies in 1 I8l A = A, thus proving the theorem.



XVII, §6 THE JACOBSON RADICAL, BASE CHANGE, AND TENSOR PRODUCTS 659

Remark. For the case when A is a finite extension of k, compare with
Exercises I, 2, 3 of Chapter XVI.

Let A be a semi simple algebra , finite dimensional over a field k . Then by
Theorem 6.2 the extension of scalars A 0 k P is semisimple if k is perfect. In
general , an algebra A over k is said to be absolutely semisimple if A 0 k P is
semi simple .

We now look at semisimple algebras over an algebraically closed field .

Theorem 6.3. Let A, B be simple algebras, finite dimensional over a
field k which is algebraically closed. Then A 0 k B is also simple. We have
A :::: Endk(V) and B :::: Endk(W) where V, Ware finite dimensionalvector spaces
over k, and there is a natural isomorphism

A Q9 k B :::: Endk(V 0 k W) :::: Endk(V) 0 k Endk(W).

Proof. The formula is a special case of Theorem 2.5 of Chapter XVI, and
the isomorphisms A :::: Endk(V), B :::: Endk(W) exist by Wedderburn's theorem
or its corollaries .

Let A be an algebra over k and let F be an extension field of k. We denote
by AF the extension of scalars

AF = A Q9 k F.

Thu s AF is an algebra over F . As an exercise , prove that if k is the center of A,
then F is the center of AF . (Here we identify F with I 0 F. )

Let A , B be algebras over k. We leave to the reader the proof that for every
extension field F of k, we have a natural isomorphism

(A 0 k B )F = AF Q9 F B F ·

We apply the above con siderations to the tensor product of semisimple
algebras.

Theorem 6.4. Let A, B be absolutely semisimple algebras finite dimensional
over a field k. Then A Q9 k B is absolutely semisimple.

Proof. Let F = k", Then AF is semisimple by hypothesis, so it is a direct
product of simple algebras, which are matrix algebras, and in particular we can
apply Theorem 6.3 to see that AF Q9 F B F has no radical. Hence A 0 k B has no
radical (because if N is its rad ical, then N Q9 k F = NF is a nilpotent ideal of
AF 0 F B F), whence A Q9 k B is semisimple by Theorem 6.I(c) .

Remark. We have proved the above tensor product theorems rapidly in
special cases, which are already important in various applications. For a more
general treatment, I recommend Bourbaki ' s Algebra , Chapter VIII, which gives
an exhaustive treatment of tensor products of semi simple and simple algebras .
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§7. BALANCED MODULES

Let R be a ring and E a module. We let R'(E) = EndR(E) and

R"(E) = EndR.(E).
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Let A:R --+ R" be the natural homomorphism such that Aiv) = xv for x E R
and VEE. If Ais an isomorphism, we shall say that E is balanced. We shall say
that E is a generator (for R-modules) if every module is a homomorphic image
of a (possibly infinite) direct sum of E with itself. For example, R is a generator.

More interestingly , in Rieffel's Theorem 5.4, the left ideal L is a gen­
erator, becau se LR = R implies that there is a surjective homomorphism
LX' .. x L ~ R since we can write 1 as a finite combination

1 = x\a\ + ... + xnan with xi ELand a, E R.

The map (xl' . . . ,Xn)~ xla\ + ... + xnan is a R-homomorphism of left module
onto R.

If E is a generator, then there is a surjective homomorphism En) ~ R (we
can take n finite since R is finitely generated, by one element 1).

Theorem 7.1. (Morita). Let E be an R-module. Then E is a generator if
and only if E is balanced and finitely generated projective over R'(E).

Proof. We shall prove half of the theorem, leaving the other half to the
reader, using similar ideas (see Exercise 12). So we assume that E is a generator,
and we prove that it satisfies the other properties by arguments due to Faith .

We first prove that for any module F, R EB F is balanced. We identify Rand
F as the submodules R EB 0 and 0 EB F of R EB F, respectively . For W E F,
let «Pw :R EB F ~ F be the map «Pw(x + v) = XW. Then any f E R"(R EB F)
commutes with 7T\, 7T2' and each «Pw . From this we see at once that
f(x + v) = f(l)(x + v) and hence that R EB F is balanced. Let E be a gen­
erator, and E(n) ~ R a surjective homomorphism. Since R is free , we can write
E(n) = R EB F for some module F, so that En) is balanced, Let 9 E R'(E) .
Then g(n) commutes with every element ({) = «(()ij) in R'(E(n» (with components
({)ij E R '(E» , and hence there is some X E R such that g(n) = A~n) . Hence
9 = Ax, thereby proving that E is balanced, since A is obviously injective .

To prove that E is finitely generated over R'(E), we have

as additive groups. This relation also obviously holds as R'-modules if we
define the operation of R' to be composition of mappings (on the left). Since
HomR(R, E) is R'-isomorphic to E under the map h~ h(l), it follows that E is
an R'-homomorphic image of R,(nl, whence finitely generated over R'. We also
see that E is a direct summand of the free R'-module R,(n) and is therefore
projective over R'(E) . This concludes the proof.



XVII, Ex

EXERCISES

The radical

EXERCISES 661

1. (a) Let R be a ring. We define the radical of R to be the left ideal N which is the inter­
section of all maximal left ideals of R. Show that NE = 0 for every simple R-module
E. Show that N is a two-sided ideal. (b) Show that the radical of RjN is O.

2. A ring is said to be Artinian if every descending sequence of left ideals J I :::> J2 :::> • • •
with J; =1= J;+I is finite. (a) Show that a finite dimensional algebra over a field is
Artinian . (b) If R is Artinian , show that every non-zero left ideal contains a simple
left ideal. (c) If R is Artinian , show that every non-empty set of ideals contain s a
minimal ideal.

3. Let R be Artinian . Show that its radical is 0 if and only if R is semisimple. [Hint: Get
an injection of R into a direct sum EB RIM ; where {MJ is a finite set of maximal left
ideals.]

4. Nakayama's lemma. Let R be any ring and M a finitely generated module . Let N
be the radical of R. If NM = M show that M = O. [Hint : Observe that the proof
of Nakayama's lemma still holds.]

5. (a) LetJ be a two-sided nilpotent ideal of R . Show thatJ is contained in the radical.
(b) Conver sely , assume that R is Artinian . Show that its radical is nilpotent, i.e . ,
that there exists an integer r ~ I such that N' = O. [Hint: Consider the descending
sequence of powers N", and apply Nakayama to a minimal finitely generated left
ideal LeN'" such that NOOL =1= O.

6. Let R be a semisimple commutative ring. Show that R is a direct product of fields.

7. Let R be a finite dimensional commutative algebra over a field k. If R has no nilpotent
element # 0, show that R is semisimple.

8. (Kolchin) Let E be a finite-dimensional vector space over a field k. Let G be a sub­
group of GL(E) such that every element A EGis of type l + N where N is nilpotent.
Assume E # O. Show that there exists an element v E E, v # 0 such that Av = v for all
A E G. [Hint : First reduce the question to the case when k is algebraically closed by
showing that the problem amounts to solving linear equations. Secondly, reduce it to
the case when E is a simple k[G]-module. Combining Burnside's theorem with the
fact that tr(A) = tr(l) for all A E G, show that if Ao E G, Ao = I + N, then tr(NX) = 0
for all X E Endk(E), and hence that N = 0, Ao = [.J

Semisimple operations

9. Let E be a finite dimensional vector space over a field k. Let R be a semisimple sub­
algebra of Endk(E). Let a, b E R. Assume that

Ker bE =:> Ker aE,

where bE is multipl ication by b on E and similarly for aE' Show that there exists an
element S E R such that sa = b. [Hint : Reduce to R simple. Then R = EndD(Eo)
and E = E~) . Let VI "'" u, E E be a D-basis for aE. Define s by s(avj) = bu, and
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extend s by D-linearity. Then saE = bE, so sa = b.]

10. Let E be a finite-dimensional vector space over a field k. Let A E Endk(E). We say
that A is semisimple if E is a semisimple A-space,or equivalently, let R be the k-algebra
generated by A, then E is semisimple over R. Show that A is semisimple if and only
if its minimal polynomial has no factors of multiplicity > lover k ,

II. Let E be a finite-dimens ional vector space over a field k, and let S be a commutative
set of endomorphisms of E. Let R = k[S]. Assume that R is semisimple. Show that
every subset of S is semisimpIe.

12. Pro ve that an R-module E is a generator if and only if it is balanced, and finitely
generated projective over R'(E ). Show that Theorem 5.4 is a consequence of Theorem
7.1.

13. Let A be a principal ring with quotient field K . Let An be n-space over A, and let

T = An EEl An EB ... EEl An

be the direct sum of Anwith itself r times. Then T is free of rank nr over A. If we view
elements of An as column vectors, then T is the space of n x r matrices over A. Let
M = Matn(A) be the ring of n x n matrices over A, operating on the left of T. By a
lattice L in T we mean an A-submodule of rank nr over A. Prove that any such lattice
which is M-stable is M-isomorphic to T itself. Thus there is just one M-isomorphism
class of lattices. [Hint: Let g EM be the matrix with I in the upper left corner and
oeverywhere else, so g is a projection of Anon a l-dimensional subspace. Then multi­
plication on the left g: T ~ A, maps T on the space of n x r matrices with arbitrary
first row and 0 everywhere else. Furthermore, for any lattice L in T the image gL is a
lattice in A" that is a free A-submodule of rank r. By elementary divisors there exists
an r x r matrix Qsuch that

gL = A, Q (multiplication on the right).

Then show that TQ = L and that multiplication by Qon the right is an M-isomorphism
of T with L.]

14. Let F be a field. Let n = n(F ) be the vector space of strictly upper triangular n x II

matrices over F. Show that n is actually an algebra, and all element s of n are nilpo­
tent (some positive integral power is 0).

15. Conjugation representation. Let A be the multiplicative group of diagonal matrices in
F with non -zero diagonal components. For a E A, the conjugation action of a on
Matll(F) is denoted by c(a), so c(a)M = «Ma:' for ME Maln(F). (a) Show that n
is stable under this action. (b) Show that n is semisimple under this action . More
precisely, for I ~ i < j ~ II, let Eij be the matrix with ((i) -component I, and all other
components O. Then these matri ces Eij form a basis for n over F, and each Eij is an
eigenvector for the conjugation action, namely for a = diag(al ," " all )' we have

aEija - 1 = (a;/aj) Eij ,

so the corresponding character Xij is given by Xij (a) = a.f a] . (c) Show that Matll(F )
is semisimple, and in fact is equal to b EEl n EB In, where b is the space of diagon al
matri ces.



CHAPTER XVIII
Representations of Finite
Groups

The theory of group representations occurs in many contexts. First , it is
developed for its own sake: determine all irreducible representations of a given
group. See for instance Curti s-Reiner ' s Methods ofRepresentation Theory (Wiley­
Interscien ce , 1981). Itis also used in classifying finite simple groups. But already
in this book we have seen applications of represent at ions to Galoi s theory and
the determ ination of the Galoi s group ove r the rationals . In addition, there is an
analogous theory for topological groups. In this case , the closest analogy is with
compact groups, and the reader will find a self-contained treatment of the compact
case entirely similar to §5 of this chapter in my book SL 2(R) (Springer Verlag) ,
Chapter 11 , §2 . Essenti ally , finite sums are replaced by integrals , otherwise the
formalism is the same . The analysis comes only in two places. One of them is
to show that eve ry irreducible representation of a comp act group is finite dimen­
sional; the other is Schur ' s lemma. The detail s of these extra considerations are
carried out completely in the above -mentioned reference . 1 was care ful to write
up §5 with the analo gy in mind .

Sim ilarly , readers will find analogous material on induced repre sentations in
SL 2(R), Chapter III, §2 (which is also self-contained).

Examples of the general theory come in various shapes . Theorem 8.4 may
be viewed as an example , showing how a certain repre sent ation can be expressed
as a direct sum of induced repre sentations from I-dimensional repre sentations.
Examples of repre sent ation s of S3 and S4 are given in the exercises. The entire
last section works out completely the simple characte rs for the group GL2(F )
when F is a finite field , and shows how these characters essentially come from
indu ced characters .

For other exampl es also leading into Lie groups, see W. Fulton and J. Harr is ,
Representation Theory , Springer Verlag 199 1.
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§1. REPRESENTATIONS AND SEMISIMPLICITY

XVIII , §1

Let R be a commutative ring and G a group . We form the group algebra
R[G) . As explained in Chapter II , §3 it consists of all formal linear comb inations

with coefficients au E R, almost all of which are O. The product is taken in the
natural way ,

Let E be an R-module . Every algebra-homomorphism

R[G) ~ EndR(E)

induces a group-homomorphism

G~ AutR(E) ,

and thus a representation of the ring R[G) in E gives rise to a representation of
the group. Given such representations , we also say that R[GJ, or G, operate on
E. We note that the representation makes E into a module over the ring R[G) .

Conversely , given a repre sentation of the group, say p : G~ AutR(E) , we
can extend p to a representation of R[G) as follows . Let Q' = 2: auO" and x E E.
We define

p(a)x = L a"p«(J)x .

It is immediately verified that p has been extended to a ring-homomorphism of
R[G] into EndR(E). We say that p is faithful on G if the map p : G~ AutR(E)
is injective. The extension of p to R[G) may not be faithful, however.

Given a representation of G on E, we often write simply ox instead of p(CT)X ,
whenever we deal with a fixed repre sentation throughout a discussion.

An R-module E, together with a representation p, will be called a G-module,
or G-space , or also a (G, R)-module if we wish to specify the ring R. If E, F
are G-modules, we recall that a G-homomorphismf: E ~ F is an R-linear map
such thatf(ox) = CTf(x) for all x E E and CT E G.

Given a G-homomorphism f : E ~ F, we note that the kernel of f is a G­
submodule of E, and that the R-factor module F/f(E) admits an operation of G
in a unique way such that the canonical map F~ F/f(E) is a G-homomorphism.

By a trivial representation p :G~ AutR(E) , we shall mean the representation
such that p(G) = 1. A representation is trivial if and only if ox = x for all
x E E. We also say in that case that G operates trivially .
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We make R into a G-module by making G act trivially on R.
We shall now discuss systematically the representations which arise from a

given one , on Hom, the dual , and the tensor product. This pattern will be repeated
later when we deal with induced representations.

First, HomR(E, F) is a G-module under the action defined forfE HomR(E, F)
by

([alf)(x) = a"!(a-1x).

The conditions for an operation are trivially verified. Note the a -I inside the
expression. We shall usually omit parentheses, and write simply [a]f(x) for the
left-hand side. We note that f is a G-homomorphism if and only if [a]f = f for
all a E G.

We are particularly concerned when F = R (so with trivial action), in which
case HomR(E, R) = E V is the dual module. In the terminology of representations,
if p: G ~ AutR(E) is a representation of G on E, then the action we have just
described gives a representation denoted by

and called the dual representation (also called contragredient (ugh!) in the
literature) .

Suppose now that the modules E, F are free and finite dimensional over R.
Let p be representation of G on E. Let M be the matrix of p(a) with respect to
a basis, and let MV be the matrix of pV(a) with respect to the dual basis . Then
it is immediately verified that

(I)

Next we consider the tensor product instead of Hom . Let E, E' be (G, R)­
modules . We can form their tensor product E (9 E', always taken over R. Then
there is a unique action of G on E @ E' such that for a E G we have

a(x @ x ') = ax @ ax'.

Suppose that E, F are finite free over R. Then the R-isomorphism

(2)

of Chapter XVI, Corollary 5.5, is immediately verified to be a G-isomorphism.
Whether E is free or not , we define the G-invariant submodule of E to be

invG(E) = R-submodule of elements x E E such that ax = x for all a E G. If
E, F are free then we have an R-isomorphism

(3) invG(EV (9 F) "'" HomG(E, F) .
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If p: G ~ AutR(E) and p' : G ~ AutR(E') are repre sentat ions of G on E
and E' respectively , then we define their sum p EB p' to be the representation
on the direct sum E EB E', with a E G acting componentwise . Observe that G-iso­
morph ism classes of representations have an additive monoid structure under
this direct sum, and also have an associative multiplicative structure under the
tensor product. With the notation of representations , we denote this product by
p 0 p'. This product is distributive with respect to the addition (direct sum) .

If G is a finite group , and E is a G-module , then we can define the trace
Trc : E ~ E which is an R-homomorphism, namely

We observe that Trc(x) lies in invc(E), i.e. is fixed under the operation of
all elements of G. This is because

r TrG(x) = L rex,
<1 EG

and multiplying by r on the left permutes the elements of G.
In particular, if f: E ~ F is an R-homomorphism of G-modules, then

Trc(f) : E ~ F is a G-homomorphism.

Proposition 1.1. Let G be a finite group and let E', E, F, F be G-modules.
Let

be R-homomorphisms, and assume that 'P, t/J are G-homomorphisms . Then

Proof We have

TrG(t/J 0 f 0 cp) = L a(t/J 0 f 0 cp) = L(at/J) 0 (af) 0 (acp)
<1EG <1EG

Theorem 1.2. (Maschke). Let G be afinite group oforder n, and let k be a
field whose characteristic does not divide n. Then the group ring kEG] is
semisimple.

Proof Let E be a G-module, and F a G-submodule. Since k is a field,
there exists a k-subspace F such that E is the k-direct sum of F and F. We let
the k-linear map rr : E ~ F be the projection on F. Then n(x) = X for all X E F.
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Let

CHARACTERS 667

We have then two G-ho momorphisms

O-+F-kE
tp

such tha t j is the inclusio n, and qJ 0 j = id. It follows that E is the G-direct sum
of F and Ker rp, there by proving tha t kEG] is semisimple.

Except in §7 we denote by G a finite group, and we denote E, F finite
dimensional k-spaces, where k is a field of characteristic not di viding
# (G). We usually denote # (G) by n ,

§2. CHARACTERS

Let p :kEG] -+ Endk(E) be a represent at ion . By the character Xp of the
representation , we sha ll mean the k-valued funct ion

Xp : kEG] -+ k

such that xia) = tr p(a) for all a E kEG]. Th e trace here is the trace of an endo­
morphism, as defined in Cha pter XIII , §3. If we select a basis for E over k, it is
the trace of the matrix representing p(a), i.e., the sum of the diagonal elements.
We have seen pre viou sly that the trace does no t depend on the cho ice ofthe basis .
We sometimes write XE instead of Xp '

We also ca ll E the representation space of p,
By the trivial character we sha ll mea n the character of the representat ion of

G on the k-space equa l to k itse lf, such tha t ax = x for all x E k. It is the functio n
tak ing the value 1 on all elements of G. We denot e it by Xo or also by IGif we
need to specify the depend ence on G.

We observe that characters are functions on G, and that the values of a
cha rac ter on elements of kEG] are de term ined by its values on G (the extension
from G to kEG] being by k-linearity).

We say that two represent atio ns p, qJ of G on spaces E, F are isomorphic if
there is a G-isomorphism betwee n E and F . We then see that if p, qJ are iso­
morphic represent ations, then their cha rac ters are equal. (Put in ano ther way,
if E, Fare G-spaces and are G-isom orphic, then XE = XF') In everything tha t
follows, we are interested only in isom orphism classes of represent at ions.
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If E, Fare G-spaces, then their direct sum E EF> F is also a G-space, the opera­
tion of G being componentwise. If x EF> y E E EF> F with x E E and y E F, then
a(x EF> y) = ax EF> ay.

Similarly, the tensor product E ®k F = E ® F is a G-space, the operation
of G being given by a(x ® y) = ax ® ay.

Proposition 2.1. If E, Fare G-spaces, then

XE + XF = XE <ifJF and XE XF = XE I$9F'

If XV denotes the character of the dual representation on EV
, then

XV(O') = X(O'-l)

X(O') if k = C.

Proof The first relation holds because the matrix of an element a in the
representation E EF> F decomposes into blocks corresponding to the representa­
tion in E and the representation in F. As to the second, if {V i} is a basis of E and
{Wj} is a basis of F over k, then we know that {V i ® Wj} is a basis of E ® F. Let
(a iv) be the matrix of a with respect to our basis of E, and (bj Jl) its matrix with
respect to our basis of F. Then

a(Vi ® Wj) = au, ® aWj = Laivvv ® Lbj JlWJl
v Jl

= L aivbjJlVv ® WJl'
v, u

By definition, we find

XEI$9F(a) = LL aiibjj = xECa)XF(a),
i j

thereby proving the statement about tensor products . The statement for the char­
acter of the dual representation follows from the formula for the matrix fM-\

given in §1. The value given as the complex conjugate in case k = C will be
proved later in Corollary 3.2.

So far, we have defined the notion of character associated with a representa­
tion . It is now natural to form linear combinations of such characters with more
general coefficients than positive integers. Thus by a character of G we shall
mean a function on G which can be written as a linear combination of characters
of representations with arbitrary integer coefficients. The characters associated
with representations will be called effective characters . Everything we have
defined of course depends on the field k, and we shall add over k to our expressions
if we need to specify the field k.
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We observe that the characters form a ring in view of Proposition 2.1 . For
most of our work we do not need the multiplicative structure, only the additive
one.

By a simple or irreducible character of G one means the character of a
simple representation (i.e ., the character associated with a simple k[G]-module) .

Taking into account Theorem 1.2, and the results of the preceding chapter
concerning the structure of simple and semisimple modules over a semisimple
ring (Chapter XVII, §4) we obtain:

Theorem 2.2. There are only a finite number ofsimple characters ofG (over
k). The characters of representations of G are the linear combinations of the
simple characters with integer coefficients ~ O.

We shall use the direct product decomposition of a semisimple ring. We
have

s

keG] = fI n,
i= I

where each R, is simple, and we have a corresponding decomposition of the unit
element of k[G] :

where e, is the unit element of Ri , and e,e, = 0 if i =1= j . Also, R;Rj = 0 if i =1= j .
We note that s = s(k ) depends on k.

If L, denotes a typical simple module for R, (say one of the simple left ideals),
we let Xi be the character of the representation on Li.

We observe that X;(C() = Ofor all C( E R j if i =1= j . This is afundamental relation
of orthogonality, which is obvious, but from which all our other relations will
follow.

Theorem 2.3. Assume that k has characteristic O. Then every effective char­
acter has a unique expression as a linear combination

s

X= LniX;,
i= I

where XI' . . . , Xs are the simple characters ofGover k. Two representations are
isomorphic if and only if their associated characters are equal.
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Proof Let E be the representation space of X. Then by Theorem 4.4 of
Chapter XVII ,

s

E ~ EEl «t.;
i ; 1

The sum is finite becau se we assume throughout that E is finite dimensional.
Since e, acts as a unit element on L j, we find

We have already seen that Xi(e) = 0 if i =1= j. Hence

Since dim, L; depends only on the structure of the group algebra, we have
reco vered the mult iplicities nl> . .. , ns • Namely, n, is the number of times that
L, occur s (up to an isomorphism) in the representation space of X, and is the
value of x(eJ divided by dim, L , (we are in characteristic 0). Thi s proves our
theorem.

As a matter of definition, in Theorem 2.3 we call ni the multiplicity of Xi in X.
In both corollaries, we continue to assume that k has characteristic O.

Corollary 2.4. A s fun ctions of G into k, the simple characters

are linearly independent over k.

Proof Suppose that L aiXi = 0 with a; E k. We apply this expression to ej
and get

Hence aj = 0 for all j.

In characteristic 0 we define the dimension of an effective character to be
the dimen sion of the associated representation space .

Corollary 2.5. Thefunction dim is a homomorphism ofthe monoid of effective
characters into Z.
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Example. Let G be a cyclic group of order equal to a prime number p.
We form the group algebra Q[G]. Let (J be a generator of G. Let

I + (J + (J2 + .., + (JP- I
e l = - ---- - - - - -

p

Then reI = eI for an y rEG and consequently ef = eI' It then follows that
e~ = e2 and ele 2 = O. The field Qe 1 is isomorphic to Q . Let w = (Je2' Then
wP = e2' Let Q 2 = Q e2' Since w =1= e2' and satisfies the irreducible equation

X p - 1 + ... + I = 0

over Q2 ' it follows that Qiw) is isomorphic to the field obtained by adjoining
a primitive p-th root of unity to the rationals. Consequently, Q[G] admits the
direct product decomposition

Q[G] ~ Q x Q(()

where ( is a primitive p-th root of unity.
As another example, let G be any finite group, and let

I
e l = - L (J.

n ITE G

Then for any r E G we ha ve reI = e" and ef = el ' If we let e'l = 1 - e, then
e'? = e'I' and e'lel = ele'l = O. Thus for any field k (whose characteristic does
not divide the order of G according to conventions in force) , we see that

keG] = ke, x k[G]e 'l

is a direct product decomposition. In particular, the representation of G on the
group algebra keG] itself contains a l-dirnensional represent ation on the
component kel , whose character is the tri vial character.

§3. 1-DIMENSIONAL REPRESENTATIONS

By abuse oflanguage, even in characteristic p > 0, we say that a character is
I-dimensional if it is a homomorphism G -> k*.

Assume that E is a I-dimensional vector space over k. Let

p : G -> Autk(E)

be a representation. Let { v} be a basis of E over k. Then for each (JE G, we have

(JV = Z((J)v
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for some element x(a) E k, and x(a) =t- 0 since a induces an automorphism of E.
Then for rEG,

rav = x(a)rv = x(a)x(r)v = x(ar)v.

We see that X: G -. k* is a homomorphism, and that our I-dimensional char­
acter is the same type of thing that occurred in Artin's theorem in Galois theory.

Conversely, let X: G -. k* be a homomorphism. Let E be a f-dimensional
k-space, with basis {v}, and define a(av) = ax(a)v for all a E k. Then we see at
once that this operation of G on E gives a representation of G, whose associated
character is X.

Since G is finite, we note that

Hence the values of l-dimensional characters are n-th roots of unity. The
l-dimensional characters form a group under multiplication, and when G is a
finite abelian group, we have determined its group of l-dimensional characters
in Chapter I, §9.

Theorem 3.1. Let G be a finite abelian group, and assume that k is alge­
braicallyclosed. Then every simple representation ofG is s-dimensional. The
simple characters ofG are the homomorphisms ofG into k*.

Proof. The group ring k[G] is semisimple, commutative, and is a direct
product of simple rings. Each simple ring is a ring of matrices over k (by Corollary
3.6 Chapter XVII), and can be commutative if and only if it is equal to k.

For every l-dimensional character X of G we have

If k is the field of complex numbers, then

Corollary 3.2. Let k be algebraically closed. Let G be a finite group. For
any characterXand a E G, the valuex(a) is equalto a sumofroots ofunity with
integer coefficients (i.e. coefficients in Z or Z/pZ depending on the char­
acteristic ofk).

Proof Let H be the subgroup generated by a. Then H is a cyclic subgroup.
A representation of G having character Xcan be viewed as a representation for
H by restriction, having the same character. Thus our assertion follows from
Theorem 3.1.
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§4. THE SPACE OF CLASS FUNCTIONS

By a class function of G (over k, or with values in k), we shall mean a function
f : G - k such that f( lTTlT- 1) = f( T) for all IT, T E G. It is clear that characters
are class functions, because for square matrices M, M' we have

tr(MM'M- 1) = tr(M').

Thus a class function may be viewed as a function on conjugacy classes.
We shall always extend the domain of definition of a class function to the

group ring, by linearity. If

and f is a class function, we define

f(a) = La,J(a).
UEG

Let a0 E G. If a E G, we write a ""' a0 if a is conjugate to a0 ' that is, if there
exists an element r such that ao = rar- I . An element of the group ring of type

y = L a
(1-°0

will also be called a conjugacy class.

Proposition 4.1. An element of k[G] commutes with every element of G if
and only if it is a linear combination ofconjugacy classes with coefficients in k .

Proof Let a = L aua and assume ar = ra for all rEG. Then
UEG

L aurar- 1 = L aua.
UEG UEG

Hence auo = au whenever a is conjugate to a0 , and this means that we can write

where the sum is taken over all conjugacy classes y.

Remark. We note that the conjugacy classes in fact form a basis of the
center of Z[G] over Z, and thus playa universal role in the theory of rep­
resentations.

We observe that the conjugacy classes are linearly independent over k,
and form a basis for the center of keG] over k.
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Assumefor the rest of this section that k is algebraically closed. Then

s

keG] = Il e,
i = I

XVIII, §4

is a direct product of simple rings, and each R, is a matrix algebra over k. In a
direct product, the center is obviously the product of the centers of each factor .
Let us denote by k, the image of k in Rj, in other words,

k, = ke.,

where e, is the unit element of R: Then the center of keG] is also equal to

s

Il kj

i = I

which is s-dimensional over k.
If L, is a typical simple left ideal of Rj, then

We let

Then

s

d; = dim, R, and L d; = n.
i= 1

We also have the direct sum decomposition

as a (G, k)-space .
The above notation will remain fixed from now on.

We can summarize some of our results as follows .

Proposition 4.2. Let k bealgebraically closed. Then the numberofconjugacy
classesofG is equalto the numberofsimplecharacters ofG, both ofthese being
equal to the number s above. The conjugacy classes Yl, . .. , Ys and the unit
elements eI' . .. , e, form basesof the center of k[G].

The number of elements in Yjwill be denoted by h., The number of elements
in a conjugacy class Y will be denoted by hy. We call it the class number. The
center of the group algebra will be denoted by Zk(G).
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We can view keG] as a G-module. Its character will be called the regular
character, and will be denoted by Xreg or rG if we need to specify the dependence
on G. The representation on keG] is called theregular representation. From our
direct sum decomposition of keG] we get

s

Xreg = L diXi '
i=1

We shall determine the values of the regular character.

Proposition 4.3. Let Xreg be the regular character. Then

Xreg(O-) = 0 if a E G, a i= 1

xreil) = n.

Proof. Let 1 = ai' . . . , an be the elements of G. They form a basis of k[ G]
over k. The matrix of 1 is the unit n x n matrix. Thus our second assertion
follows. If a i= 1, then multiplication by a permutes ai ' . . . , an' and it is im­
mediately clear that all diagonal elements in the matrix representing a are O.
This proves what we wanted.

We observe that we have two natural bases for the center Zk(G) of the
group ring. First, the conjugacy classes of elements of G. Second, the elements
e 1 , • • • , es (i.e. the unit clements of the rings RJ We wish to find the relation
between these, in other words, we wish to find the coefficients of e, when ex­
pressed in terms of the group elements. The next proposition does this. The
values of these coefficients will be interpreted in the next section as scalar
products. This will clarify their mysterious appearance.

Proposition 4.4. Assume again that k is algebraically closed. Let

Then

e, = L ar "
reG

arE k.

Proof. We have for all, E G:

Xreg(ei,-I) = Xreg( Laua,-I) = LauXreia,-I).
ueG u eG
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By Pro position 4.3, we find

On the oth er hand ,

Xreg(ejr - I
) = L d/I.. j(ejr - I) = diXj(ejr - l ) = djxir -I ).

j= I

Hence

for all r E G. This pro ves our proposition .

XVIII, §4

Corollary 4.5. Each e, can be expressed in terms of group elements with
coefficients which lie in the field generated over the primefield by m-th roots
ofunity, if m is an exponent for G.

Corollary 4.6. The dimensions d, are not divisible by the characteristic ofk.

Proof Otherwise, ej = 0, which is impossible.

Corollary 4.7. The simple characters XI' .. . , Xs are linearly independent
over k.

Proof The proof in Corollary 2.4 applies, since we now kno w that the
characteristic doe s not divide d..

Corollary 4.8. Assume in addition that k has characteristic 0. Then d,In
for each i.

Proof. Multiplying our expression for e, by nidi> and also by e. , we find

Let ( be a primitive m-th root of unity, and let M be the module over Z gen­
erated by the finite number of elements (Vaej (v = 0, . .. , m - 1 and a E G).
Then from the preceding relation, we see at once that multiplication by nld,
maps M into itself. By definition, we conclude that nidi is integral over Z,
and hence lies in Z, as desired.

Theorem 4.9. Let k be algebraically closed. Let Zk(G) be the center of
k[G], and let X k(G) be the k-space of class functions on G. Then Zk(G) and
X k(G) are the dual spaces of each other, under the pairing

(f, a) f-+ f(a).
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The simple characters and the unit elements el' . . . , esform orthogonal bases
to each other. We have

;(j(e;) = JiA .

Proof. The formula has been proved in the proof of Theorem 2.3. The
two spaces involved here both have, dimension s, and d, i= 0 in k. Our prop­
osition is then clear.

§5. ORTHOGONALITY RELATIONS

Throughout this section, we assume that k is algebraically closed.

If R is a subring of k, we denote by X R(G) the R-module generated over R
by the characters of G. It is therefore the module of functions which are linear
combinations of simple characters with coefficients in R. If R is the prime ring
(i.e. the integers Z or the integer s mod p ifk has characteristic p), then we denote
XR(G) by X(G).

We shall now define a bilinear map on X(G) x X(G). Iff, g E X(G), we
define

1
<f, g) = - L f«(J)g«(J-I) .

n Ge G

Theorem 5.1. The symbol <f, g) for f, g E X(G) takes on values in the prime
ring. The simple charactersform an orthonormal basisfor X(G), in otherwords

<Xi> Xi ) = Jij '

For each ring R c k, the symbol has a uniqueextension to an R-bilinearform
XR(G) x XR(G) -+ R, given by the sameformula as above.

Proof By Proposition 4.4, we find

d, '\' _Ix/eJ = - L. xl(J )X/a).
n GeG

If i i= j we get 0 on the left-hand side, so that Xi and Xi are orthogonal. If i = j
we get d, on the left-hand side, and we know that d, i= 0 in k, by Corollary 4.6.
Hence <Xi' X;) = 1. Since every element of X(G) is a linear combination of
simple characters with integer coefficients, it follows that the values of our
bilinear map are in the prime ring. The extension statement is obvious, thereby
proving our theorem.
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Assume that k has characteristic O. Let m be an exponent for G, and let R
contain the m-th roots of unity. If R has an automorphism of order 2 such that
its effect on a root of unity is , H ,- I, then we shall call such an automorphism
a conjugation, and denote it by aHa.

Theorem 5.2. Let k havecharacteristic 0, and let R be a subring containing
the m-th roots of unity, and having a conjugation. Then the bilinear form on
X(G) has a unique extension to a hermitian form

given by theformula

I, ­
<f, g) = - L. f(a)g(a) .

n "EG

The simple characters constitute an orthonormal basis of X R(G) with respect
to thisform.

Proof The formula given in the statement of the theorem gives the same
value as before for the symbol <f, g) whenf, g lie in X(G). Thus the extension
exists, and is obviously unique.

We return to the case when k has arbitrary characteristic.
Let Z(G) denote the additive group generated by the conjugacy classes

Yb ' .. ,Ysover the prime ring. It is of dimension s. We shall define a bilinear map
on Z(G) x Z(G). If Ct. = La"a has coefficients in the prime ring, we denote by
«: the element L a"a- I.

Proposition 5.3. For Ct., 13 E Z(G), wecandefine a symbol<Ct., 13> by eitherone
of thefollowing expressions, which are equal:

The values of the symbol lie in the prime ring.

Proof Each expression is linear in its first and second variable. Hence
to prove their equality, it will suffice to prove that the two expressions are equal
when we replace Ct. by e, and 13 by an element r of G. But then, our equality is
equivalent to

s

Xreg(ei r - I
) = L Xv(ei)Xv(r- I

) .
v= I

Since Xv(ei) = 0 unless v = i, we see that the right-hand side of this last relation
is equal to diXi(r- I ) . Our two expressions are equal in view of Proposition 4.4 .
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The fact that the values lie in the pr ime ring follows from Proposition 4.3: The
values of the regular character on group elements are equal to 0 or n, and hence
in characteristic 0, are integers divisible by n.

As with X R(G), we use the notation ZR(G) to denote the R-module generated
by rl' ... ,rsover an arbitrary subring R of k.

Lemma 5.4. For each ring R contained in k, the pairing oj Proposition 5.3
has a unique extension to a map

which is R-linear in its first variable. IJ R contains the m-th roots oj unity,
where m is an exponent[or G, and also contains lin, then e,E ZR(G)Jor all i.
The class number hi is not divisible by the characteristic ojk, and we have

s I
e, = L <ei, rv> -h rv'

v = l v

Proof We note that hi is not divisible by the characteristic because it is
the index of a subgroup of G (the isotropy group of an element in r i when G
operates by conjugation), and hence hi divides n. The extension of our pairing
as stated is obvious, since 1'1 ' . .. , 1's form a basis of Z(G) over the prime ring .
The expression of e, in terms of this basis is only a reinterpretation of Proposition
4.4 in terms of the present pairing .

Let E be a free module over a sub ring R of k, and assume that we have a
bilinear symmetric (or hermitian) form on E. Let {VI " ' " vs} be an orthogonal
basis for this module. If

with a, E R, then we call ai' .. . , as the Fourier coefficients of v with respect to
our basis . In term s of the form, these coefficients are given by

provided <Vi' v) :f. O.

We shall see in the next theorem that the expression for ei in terms of
rl' ... , rs is a Fourier expansion.

Theorem 5.5. The conjugacy classes rl' ... , rs constitute an orthogonal
basis for Z(G). We have <ri ' r) = hi' For each ring R contained in k, the
bilinear map oj Proposition 5.3 has a unique extension to a R-bilinear map
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Proof We use the lemma. By linearity, the formula in the lemma remains
valid when we replace R by k, and when we replace e, by any element of Z k(G), in
particular when we replace e, by Yi ' But {YI" '" Ys} is a basis of Z k(G), over k.
Hence we find that <Yi' Yi) = hi and <Yi' Yj) = °if i i= j , as was to shown.

Corollary 5.6. If G is commutative, then

I n _ 1 {o if (J is not equal to r
~ JIXv((J )Xv(r ) = I if (J is equal to r ,

Proof When G is commutati ve, each conjugacy class has exactly one ele­
ment, and the number of simple characters is equal to the order of the group.

We consider the case of characteristic°for our Z(G) just as we did for X(G).
Let k have characteristic 0, and R be a subring of k containing the m-th roots of
unity, and having a conjugation. Let oc = L a,,(J with a" E R. We define

ae G

- ,, - -Ioc = ~ a,,(J .
"eG

Theorem 5.7. Let k have characteristic 0, and let R be a subring of k, con­
taining the m-th roots ofunity, and having a conjugation. Then the pairing of
Proposition 5.3 has a unique ext ension to a hermitian form

given by the formulas

I I s _ _

<oc, f3 ) = - X,eg(ocfJ) = - L Xv(oc)Xv(f3)·
n n v = 1

The conjugacy classes YI' .. . , Ys form an orthogonal basis for ZR(G) . If R
contains lin, then e" ... ,es lie in ZR(G) and alsofo rm an orthogonal basisfor
ZR(G) . We have <ei' e) = df /n.

Proof The formula given in the statement of the theorem gives the same
value as the symbol <oc, f3 ) of Proposition 5.3 when oc, f3 lie in Z(G). Thus the
extension exists, and is obviously unique. Using the second formula in Propo­
sition 5.3,defining the scalar product , and recalling that Xv(ei) = °if v i= i, we
see that

whence our assertion follows.
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We observe that the Fou rier coefficients of e, relat ive to the basis YI" ' " Y,
are the same with respect to the bilinear form of Theorem 5.5, or the hermitian
form of Theorem 5.7. Th is comes from the fact that Yl' .. . , Ys lie in Z(G), and
form a basis of Z(G) over the prime ring.

We shall now reprove and general ize the orthogonality relations by another
method. Let E be a finite dimensional (G, k)-space, so we have a representation

After selecting a basis of E, we get a representation of G by d x d matrices. If
{V I' . .. , Vd} is the basis, then we have the dual basis {A.I , . .. , Ad} such that
Ai(V) = J i j . If an element (J of G is represented by a matrix (Pij{(J» , then each
coefficient Pij{(J) is a function of (J , called theij-coefficient function. We can also
write

But instead of indexing elements of a basis or the du al basis, we may just as
well work with any functional Aon E, and any vector v. Then we get a function

(J f.....d«(J v) = P;,.v<(J),

which will also be called a coefficient function. In fact, one can always complete
V = VI to a basis such that A = AI is the first element in the dual basis , but using
the notation P;,.v is in many respect s more elegant.

We shall constantly use :

Schur's Lemma. Let E, F be simple (G, k)-spaces, and let

cp :E-+F

be a homomorphism. Then either cp = 0 or cp is an isomorphism.

Proof Indeed, the kernel of cp and the image of cp are subspaces, so the
assertion is obvious.

We use the same formul a as before to define a scalar product on the space of
all k-valued functions on G, namely

1<f, g>= - L f «(J)g((J - 1).
n u E G

We shall derive various orthogonality relations among coefficient functions.

Theorem 5.8. Let E, F be simple (G, k)-spaces. Let Abe a k-linearfunctional
on E, let x E E and Y E F. If E, F are not isomorphic, then

L A«(JX )(J - I y = O.
UEG
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IJ fl is aJunctional on F then the coefficient Junctions P;., x and PIl • yare ortho­
gonal, that is

L ,1.(ax )fl(a - 1y) = 0.
<JEG

Proof The map x 1---+ L ,1.(ax)a - 1y is a G-homomorphism of E into F, so
Schur's lemma concludes the proof of the first statement. The second comes by
applying the functional u.

As a corollary , we see that if X, «/1 are distinct irreducible characters of G
over k , then

(X, «/1) = 0,

that is the characters are orthogonal. Indeed, the character associated with a
representation P is the sum of the diagonal coefficient functions,

d

X = LPii,
i= 1

where d is the dimension of the representation. Two distinct characters cor­
respond to non-isomorphic representations, so we can apply Proposition 5.8.

Lemma 5.9. Let E be a simple (G, k)-space. Then any G-endomorphism oj
E is equal to a scalarmultiple oj the identity.

Proof The algebra EndG.k(E) is a division algebra by Schur's lemma,
and is finite dimensional over k. Since k is assumed algebraically closed , it must
be equal to k because any element generates a commutative subfield over k.
This proves the lemma.

Lemma 5.10. Let E be a representation spacefor G of dimension d. Let X
be aJunctional on E, and let x E E. Let ({J;.. x E Endk(E) be the endomorphism
such that

Then tr(cp;. ,x) = ,1.(x).

Proof If x = °the statement is obvious. Let x # 0. If ,1.(x) # °we pick
a basis of E consisting of x and a basis of the kernel of,1.. If ,1.(x) = 0, we pick a
basis of E consisting of a basis for the kernel of ,1., and one other element. In
either case it is immediate from the corresponding matrix representing ({J;. ,x that
the trace is given by the formul a as stated in the lemma.

Theorem 5.11. Let p: G -> Autk(E) be a simple representation of G, of
dimension d. Then the characteristic ofk doesnot divided. Let x, y E E. Then
for any functionals ,1., fl on E,
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Proof It suffices to prove that
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nI A(ax)a- 1Y = dA(y)X.
I1EG

For fixed y the map

is immediately verified to be a G-endomorphism of E, so is equal to cl for some
c E k by Lemma 5.9. In fact, it is equal to

I p(a-I) 0 qJ)" y 0 p(a).
I1EG

The trace of this expression is equal to n . tr( qJ)" y)by Lemma 5.10,and also to de.
Taking A, y such that A(Y) = 1 shows that the characteristic does not divide d,
and then we can solve for c as stated in the theorem.

Corollary 5.12. Let X be the character oj the representation oj G on the
simple space E. Then

<X, X) = 1.

Proof This follows immediately from the theorem, and the expression of
Xas

X = P11 + .. . + Pdd'

We have now recovered the fact that the characters of simple representations
are orthonormal. We may then recover the idempotents in the group ring, that
is, if Xl' . . . , Xs are the simple characters, we may now define

Then the orthonormality of the characters yields the formulas :

s

Corollary 5.13. Xi(e) = (jijdi and Xreg = I diXi '
i = 1

Proof The first formula is a direct application of the orthonormality of the
characters. The second formula concerning the regular character is obtained
by writing

Xreg = I mjXj
j
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with unknown coefficients. We know the values Xreg(1) = nand Xreg(a) = 0 if
a =1= 1. Taking the scalar product of Xreg with Xi for i = 1, . .. , s immediately
yields the desired values for the coefficients mj '

Since a character is a class function, one sees directly that each e, is a linear
combination of conjugacy classes, and so is in the center of the group ring k[ G].

Now let E, be a representation space of Xi' and let Pi be the representation
of G or kEG] on Ei • For a E kEG] we let pi(a):Ei -+ E, be the map such that
pi(a)x = ax for all x E Ei.

Proposition 5.14. We have

Proof The map x t--t e.x is a G-homomorphism of E, into itself since e, is in
the center of kEG]. Hence by Lemma 5.9 this homomorphism is a scalar
multiple of the identity . Taking the trace and using the orthogonality relations
between simple characters immediately gives the desired value of this scalar.

We now find that

s

Iei = 1
i= 1

because the group ring kEG] is a direct sum of simple spaces, possibly with
multiplicities, and operates faithfully on itself.

The orthonormality relations also allow us to expand a function in a Fourier
expression , relative to the characters if it is a class function , and relative to the
coefficient functions in general. We state this in two theorems.

Theorem 5.15. Letfbe a classfunction on G. Then

s

f = L <J. X;)Xi'
i= 1

Proof The number of conjugacy class is equal to the number of distinct
characters, and these are linearly independent, so they form a basis for the class
functions. The coefficients are given by the stated formula, as one sees by taking
the scalar product offwith any character Xj and using the orthonormality.

Theorem 5.16. Let p(i) be a matrix representation of G on E, relative to a
choice ofbasis, andlet p~i! /l be thecoefficientfunctionsofthismatrix, i = 1, . .. , s
and v,Jl = 1, ... , d.. Then thefunctions p~i!Jorm an orthogonal basisfor the
spaceofallfunctions on G, and hencefor any[unction] on G we have

~ " 1 (i) ( i)f = L, L, d <f, PV,/l )Pv,Jl'
i= 1 V.J.l i
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Proof That the coefficient functions form an orthogonal basis follows from
Theorems 5.8 and 5.11. The expression off in terms of this basis is then merely
the standard Fourier expansion relative to any scalar product. This concludes
the proof.

Suppose now for concreteness that k = C is the complex numbers. Recall
that an effective character X is an element of X(G) , such that if

s

X = LmiXi
i=1

is a linear combination of the simple characters with integral coefficients, then
we have mi ~ 0 for all i. In light of the orthonormality of the simple characters ,
we get for all elements X E X(G) the relations

s

IIxf = (X, X) = L mr and mi = (X, X;)·
i=l

Hence we get (a) of the next theorem .

Theorem 5.17. (a) Let X be an effective character in X(G). Then X is simple
over C if and only if II xI12 = I, or alternatively,

L IX(CT) 12 = #(G) .
rTEe

(b) Let X, t/J be effective characters in X(G), and let E, F be their representation
spaces over C. Then

(X, t/J)e = dim Home(E, F).

Proof. The first part has been proved, and for (b) , let t/J = 2: qiXi' Then by
orthonormality, we get

But if E, is the representation space of Xi over C, then by Schur's lemma

dim Home(E i , Ei ) = 1 and dim Home(Ei , Ej ) = 0 for i * j .

Hence dim Home(E , F) = 2: m.q., thus proving (b).

Corollary 5.18 With the above notation and k = Cfor simplicity, we have:
(a) The multiplicity of Ie in EV Q9 F is dim, inve(Ev Q9 F).
(b) The (G, k)-space E is simple if and only if Ie has multiplicity I in E V Q9 E.

Proof Immediate from Theorem 5.17 and formula (3) of §I .

Remark. The criterion of Theorem 5.17(a) is useful in testing whether a
representation is simple. In practice, representations are obtained by inducing
from l-dirnensional characters, and such induced representations do have a ten­
dency to be irreducible . We shall see a concrete case in §12.
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§6. INDUCED CHARACTERS

XVIII , §6

The notation is the same as in the preceding section. However, we don 't need
all the results proved there; all we need is the bilinear pairing on X(G), and its
extension to

The symbol <, ) may be interpreted either as the bilinear extension, or the
hermitian extension according to Theorem 5.2.

Let S be a subgroup of G. We have an R-linear map called the restriction

which to each class function on G associates its restriction to S. It is a ring­
homomorphism. We sometimes letfs denote the restriction of f to S.

We shall define a map in the opposite direction,

indr : XR(S) ~ XR(G),

which we call the induction map. If 9 E XR(S), we extend 9 to gs on G by
letting gs(fJ) = 0 if a ¢. S. Then we define the induced function

G _ . dG( )( ) _ I "" -I9 (rr) - 10 S 9 a - (S : l) L.J gS<rfJ'T ).
'r EG

Then indy(g) is a class function on G . It is clear that indy is R-linear.
Since we deal with two groups Sand G, we shall denote the scalar product

by <, ) s and <, ) Gwhen it is taken with these respective groups. The next
theorem shows among other things that the restriction and transfer are adjoint
to each other with respect to our form.

Theorem 6.1. Let S be a subgroup ofG. Then thefollowing rules hold:
(i) (Frobenius reciprocity) For f E XR(G) , and 9 E XR(S) we have

(indr(g) , f)G = (g, ResrU» s'

(ii) Indr(g)f = indr(gfs) ·
(iii) 1fT esc G are subgroups ofG, then

indr 0 indf = indy.

(iv) If a E G and ga is defined by ga(r") = g(r), where r" = fJ-1rfJ, then

indr(g) = indru(ga).

(v) If l/! is an effective character of S then indr(l/!) is effective.
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Proof. Let us first prove (ii) . We must show that gGf = (gfs)G. We have

(gGf)(r) = (S ~ 1) L gS<(J7(T -l)f(r) = (S ~ 1) L gs«(Tr(T -I)f«(J7(T-I) .
• o e G • o e G

The last expression just obtained is equal to (gf s)G, thereby proving (ii) . Let us
sum over r in G. The only non-zero contributions in our double sum will come
from those elements of S which can be expressed in the form (JTa - 1 with a, rEG.
The number of pairs (a, r) such that ata" I is equal to a fixed element of G is
equal to n (because for every AE G, (aA, A-IrA) is another such pair, and the
total number of pairs is n2 ) . Hence our expression is equal to

1
(G : 1) (S : 1) A~sg(A)f(A) .

Our first rule then follows from the definitions of the scalar products in G and S
respectively.

Now let 9 = t/J be an effective character of S, and let f = X be a simple
character of G~ From (i) we find that the Fourier coefficients of gG are integers
~ 0 because resq(x) is an effective character of S. Therefore the scalar product

(t/J, resq(x»s

is ~ O. Hence t/JG is an effective character of G , thereby proving (v) .

In order to prove the transiti vity property, it is convenient to use the fol­
lowing notation.

Let {c} denote the set of right co sets of Sin G. For each right coset c, we
select a fixed coset representative denoted by c. Thus if C\l . . . , c, are these
representatives, then

r

G = Uc = USc = USCi ·
i = I

Lemma 6.2. Let g be a class function on S. Then

r

indf (g ) ( ~ ) = LgS(Ci~Ci-I ) .
i= 1

Proof. We can split the sum over all a E G in the definition of the induced
function into a double sum

r

L = L L
ae G l'J ES i=l
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and observe that each term 95 (TC~C-l (T-l) is equal to 95 (c ~c-l) if (T E S, because
9 is a class function . Hence the sum over (T E S is enough to cancel the factor
lieS : I) in front, to give the expression in the lemma .

If T c: S c: G are subgroups of G, and if

G = USCi and S = UTJj

are decompositions into right cosets, then {JA} form a system of representatives
for the right cosets of Tin G. From this the transitivity property (iii) is obvious.

We shall leave (iv) as an exercise (trivial, using the lemma).

§7. INDUCED REPRESENTATIONS

Let G be a group and S a subgroup of finite index . Let F be an S-module .
We consider the category e whose objects are S-homomorphisms tp : F - E of
F into a G-module E. (We note that a G-module E can be regarded as an S­
module by restriction.) If cp' :F - E' is another object in e, we define a morphism
tp' - cp in e to be a G-homomorphism 1] : E' - E making the following diagram
commutative:

E'

Y]F q

~E

A universal object in e is determined up to a unique G-isomorphism. It will
be denoted by

ind~ : F - ind~(F) .

We shall prove below that a universal object always exists. If <p : F --> E is a
universal object, we call Ean induced module . It is uniquely determined, up to a
unique G-isomorphism making a diagram commutative. For convenience, we
shall select one induced module such that <p is an inclusion. We shall then call
this particular module ind~(F) the G-module induced by F. Inparticular, given
an S-homomorphism cp : F - E into a G-module E, there is a unique G-homo­
morphism cp* : ind~(F) - E making the following diagram commutative:

'ndfG../" ind~ (F)1/]
F 'P. = indf<'P)

~E
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The association q;~ ind~(q;) then induces an isomorphi sm

HomcCind~(F) , E ) = Homs(F , res~ (E)) ,

for an S-module F and a G-module E. We shall see in a moment that ind~ is a
functor from Mod(S) to Mod(G), and the above formula may be descr ibed as
sayi ng that induction is the adjoint functor of restriction. One also calls this
relation Frobenius reciprocity for modules , because Theorem 6.1 (i) is a
corollary.

Sometimes, if the reference to F as an S-module is clear, we shall omit the
subscript S, and write simply

for the induced module.
Let f: F' -+ F be an S-homomorphism. If

q; ~ : F' ~ ind~(F')

is a G-module induced by F', then there exists a unique G-homomorphism
ind~(F' ) ~ ind~(F) making the following diagram commutative:

It is simply the G-homomorphism corresponding to the uni versal property
for the S-homomorphism q;~ 0 f, represented by a dashed line in our diagram.
Thus ind~ is a functor , from the category of S-modules to the category of G­
modules .

From the universalit y and uniqueness of the induced module, we get some
formal properties :

ind~ commutes with direct sums : If we have an Ssdirect sum F EEl F', then

ind~(F EB F') = ind~(F) EEl ind~(F ') ,

the direct sum on the right being a G-direct sum.

Iff, g: F' -+ Fare S-homomorphisms, then

ind~(f + g) = ind~(f) + ind~(g).

1fT e S c G are subgroups of G, and F is a T-module, then

i nd~ 0 indhF) = ind¥( F) .
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In all three cases, the equality between the left member and the right member
of our equations follows at once by using the uniqueness of the universal object.
We shall leave the verifications to the reader.

To prove the existence of the induced module, we let M~(F) be the additive
group of functions f : G ~ F satisfying

af(~) = f(a~)

for a ES and ~ E G. We define an operation of G on M~(F) by letting

(af)(~) = f(~a)

for a, ~ E G. It is then clear that M~(F) is a G-module.

Proposition 7.1. Let <p : F ~ M~(F) be such that <p(x) = <Px is the map

() = {O if r¢S
<Px r 'f Srx I r s o.

Then <p is an S-homomorphism, <p : F ~ M~(F) is universal, and <p is injective.
The image of <p consists of those elements fE M~(F) such that f(r) = °if
r¢S.

Proof. Let a ES and x EF. Let rEG. Then

If rES, then this last expression is equal to <p"x(r). If r¢S, then to e S, and
hence both <p"x(r) and <px(ra) are equal to O. Thus <p is an S-homomorphism,
and it is immediately clear that <p is injective. Furthermore, iffE M~(F) is such
thatf(r) = 0 ifr¢S, then from the definitions, we conclude thatf= <Px where
x = f(1) .

There remains to prove that <p is universal. To do this, we shall analyze more
closely the structure of M~(F).

r

Proposition 7.2. Let G = USCi be a decomposition of G into right cosets.
i = 1

Let F 1 be the additivegroupoffunctions in M~(F) having value0 at elements
~ E G, ~ ¢ S. Then

r

M~(F) = EB ci1F1,
i= 1

the direct sum being taken as an abelian group.

Proof For eachj's M~(F), let}; be the function such that

{
o if ~ ¢ SCi

};(~) = f(~) if ~ E SCi '
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For all a E S we have Ji(acJ = (cjJi) (a). It is immediately clear that CiJi lies in
F 1, and

f = LCi-
1(CjJi).

i= 1

Thus Mt(F ) is the sum of the subgroups Ci- 1F i - It is clear that this sum is
direct, as desired.

We note that {c II, . .. , c;: I} form a system of repre sentatives for the left
cosets of S in G. The operation of G on M!j;(F) is defined by the presceding direct
sum decomposition. We see that G permutes the factors transitively. The factor
F 1 is S-isomorphic to the original module F, as stated in Proposition 7.1.

Suppose that instead of considering arbitrary modules, we start with a com­
mutative ring R and consider only R-modules E on which we have a representation
of G , i.e . a homomorphism G ~ AutR(E) , thus giving rise to what we call a
(G, R)-module . Then it is clear that all our constructions and definitions can be
applied in this context. Therefore if we have a representation of S on an R-module
F, then we obtain an induced representation of G on ind~(F) . Then we deal with
the category e of S-homomorphisms of an (S, R)-module into a (G, R)-module .
To simplify the notation , we may write "G-module" to mean "(G, R)-module"
when such a ring R enters as a ring of coefficients.

Theorem 7.3. L et {A'll ... , Ar } be a sys tem ofleft coset representatives ofS in
G. Th ere exists a G-module E containing F as an S-submodule, such that

r

E = EB A;F
i= 1

is a direct sum (as R-modules). Let cp : F~ E be the inclusion mapping. Then
cp is universal in our category e, i.e . E is an induced module .

Proof By the usual set-theoretic procedure of replacing F 1 by F in Mt(F),
obtain a G-module E containing F as a S-submodule, and having the desired
direct sum decomposition. Let tp" : F -> E' be an S-homomorphism into a
G-module E'. We define

h : E -> E'

by the rule

for Xi E F. This is well defined since our sum for E is direct. We must show that
h is a G-homomorphism. Let a E G. Then

where a(i ) is some index depending on a and i, and ' a,j is an element of S, also
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depending on a, i. Then

h(aAjx;) = h(A"(ilT".iXi) = A"(i)cp'(T,,.jXJ

Since cp' is an S-homomorphism, we see that this expression is equal to

A"(i) T". jCP'(Xj) = ah(Ajxj)'

By linearity, we conclude that h is a G-homomorphism, as desired.
In the next proposition we return to the case when R is our field k.

XVIII, §7

Proposition 7.4. Let l/J be the character of the representation of S on the
k-spaceF. Let E bethe spaceofan induced representation. Then the character
X of E is equal to the induced character l/JG, i.e. is given by the formula

c

where the sum is taken over the right cosetsc ofS in G,cis afixed coset repre­
sentativefor c, andv« is the extension ofl/J to G obtained by setting l/Jo(a) = 0
if a ¢ S.

Proof Let {w 1, • • • , wm} be a basis for F over k. We know that

Let a be an element of G. The elements {ca-1wj}c.j form a basis for E over k.
We observe that caca- 1 is an element of S because

Sea = Sea = Sca.

We have

Let

(caca-1)ltj

be the components of the matrix representing the effect of caca- 1 on F with
respect to the basis {w1, • •. , wm} . Then the action of a on E is given by

a(ca-1wj ) = c-1 L: (caca-1)ltjwlt
It

= L: (caca-1)ItP-1wlt)·
It

By definition,

x(a) = L: L (caca-1)jj '
ca= , j
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But C(J = C if and only if c(Jc- 1 E S. Furthermore,

t/!(C(JC- I ) = L(c(Jc-1)jj'
j

Hence

as was to be shown.

Remark. Having given an explicit description of the representation space
for an induced character, we have in some sense completed the more elementary
part ofthe theory of induced characters . Readers interested in seeing an application
can immediately read §12.

Double easets

Let G be a group and let S be a subgroup. To avoid superscripts we use the
following notation . Let y E G. We write

[y]S = ySy-1 and SlY] = y-ISy.

We shall suppose that S has finite index. We let H be a subgroup. A subset of G
of the form HyS is called a double coset . As with cosets , it is immediately
verified that G is a disjoint union of double cosets. We let {y} be a family of
double coset representatives , so we have the disjoint union

G = U HyS .
y

For each y we have a decomposition into ordinary cosets

H = U 'TyfH n[y]S) ,
T y

where {'Ty} is a finite family of elements of H , depending on y.

Lemma 7.5. The elements {'TyY} form a family of left coset representatives
for S in G; that is, we have a disjoint union

G = U 'TyYS .
Y. Ty

Proof. First we have by hypothesis

G = U U 'Ty(H n [y]S)yS ,
y T y

and so every element of G can be written in the form

'Tyys\y-I YS2 = 'TyYs with S f' s2' s E S.

On the other hand, the elements 'Ty Y represent distinct cosets of S, because if
'TyyS = 'Tv'l'S, then y = y', since the elements 'Y represent distinct double cosets ,
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whence T y and T1' represent the same coset of ySy-l , and therefore are equal.
This proves the lemma .

Let F be an S-module . Given y E G, we denote by [y]F the [y]S-module
such that for ysy-I E [y]S, the operation is given by

ysy-I . [y]x = [y]sx .

This notation is compatible with the notation that if F is a submodule of a G­
module E, then we may form yF either according to the formal definition above,
or according to the operation of G. The two are naturally isomorphic (essentially
equal) . We shall write

[y] : F ~ yF or [y]F

for the above isomorphism from the S-module F to the [y]5-module yF. If 51
is a subgroup of S, then by restriction F is also an SI-module, and we use [y]
also in this context, especially for the subgroup H n [y]S which is contained in
[ y]S.

Theorem 7.6. Applied to the S-module F, we have an isomorphism of H­
modules

G . dG zrs , dH [y]S [ ]
resH 0 III S = IJ7 III Hn[y]S 0 resHn[yjS 0 y

y .

where the direct sum is taken over double coset representatives y.

Proof. The induced module ind~(F) is simply the direct sum

ind~(F) = E9 TyyF
y ,Ty

by Lemma 7.5, which gives us coset representatives of S in G, and Theorem
7.3. On the other hand, for each y, the module .

EB TyyF
T y

is a representation module for the induced representation from Hn[y]S on yF
to H . Taking the direct sum over y, we get the right-hand side of the expression
in the theorem, and thus prove the theorem.

Remark. The formal relation of Theorem 7.6 is one which occurred in
Artin's formalism of induced characters and L-functions; cf. the exercises and
[La 70], Chapter XII, §3. For applications to the cohomology of groups, see
[La 96]. The formalism also emerged in Mackey's work [Ma 51], [Ma 53], which
we shall now consider more systematically. The rest of this section is due
to Mackey . For more extensive results and applications, see Curtis-Reiner
[CuR 81], especially Chapter 1. See also Exercises 15, 16, and 17.

To deal more systematically with conjugations, we make some general func­
torial remarks. Let E be a G-module. Possibly one may have a commutative ring
R such that E is a (G, R)-module. We shall deal systematically with the functors
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Homc , EV
, and the tensor product. Let

A: E~ AE

by a R-isomorphism . Then interpreting elements of G as endomorphisms of E
we obtain a group AGA-\ operating on AE. We shall also write [A]G instead of
AGA - I . Let E, . E 2 be (G , R)-modules . Let A, : E, ~ AjEj be R-isomorphisms.
Then we have a natural R-isomorphism

(1) A2Homc (EI, E2)A11 = HomA2CAi l(AIEI> A2E2 ),

and especially

[A]Homc (E, E ) = Hom[A)C(AE , AE) .

As a special case of the general situation , let H, S be subgroups of G, and let
F\ , F2 be (H , R)- and (S , R)-modules respectively , and let a, T E G. Suppose
that cr-\T lies in the double coset D = HyS . Then we have an R-isomorphism

(2) Hom[lT)Hn['T)s([cr]F\ , [T]F2 ) = HomH n[ y)s(F\ , [y]F2 ) ·

Thi s is immediate by conjugation , writing T = ohvs with h E H , s E S, conjugating
first with [ahr \, and then observing that for s E S , and an S-module F, we
have [s]S = S, and [s-I]F is isomorphic to F . In light of (2), we see that the
R-module on the left-hand side depends only on the double coset. Let D be a
double coset. We shall use the notation

MD{F" F2) = HomH n [y)S (F l , [y]F2)

where y represent s the double coset D . With this notation we have:

Theorem 7.7. L et H . S be subgroups of fin ite index in G. L et Fl ' F2 be

(H . R) and (S. R)-modules respecti vely. Then we have an isomorphism of R­
modules

Homc(ind~(F\ ) , ind~(F2)) = EB MD(F l , F2 ) ,
D

where the direct sum is taken over all double cosets HyS = D .

Proof. We have the isomorphisms:

Homc(ind~{F\) , ind.f{F2)) = HomH(F\ , resfi 0 indf{F2))

= EB HomH (F l , ind%n[y]s 0 res JJ~[y]S 0 [y]F2)
y

= EB Homj,n [y)s(F\, [y]F2 )
y

by applying the definition of the induced module in the first and third step , and
appl ying Theorem 7.6 in the second step. Each term in the last expression is
what we denoted by M D{FI , F2) if y is a representative for the double coset D .
Thi s proves the theorem .
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Corollary 7.8. Let R = k = C . Let S, H be subgroups of the finite group
G. Let D = HyS range over the double cosets, with representatives y. Let X
be an effective character of Hand t/J an effective character of S. Then

(ind~«x), ind~(t/J»G = L (X, [y] t/J)Hn [ylS'
y

Proof. Immediate from Theorem 5.17(b) and Theorem 7.7, taking dimen­
sions on the left-hand side and on the right-hand side.

Corollary 7.9. (Irreducibility of the induced character). Let S be a
subgroup of the finite group G. Let R = k = C. Let t/J be an effective character
of S. Then ind~(t/J) is irreducible if and only if t/J is irreducible and

(t/J, [y]t/J)sn[yjS = °
for all y E G, y ¢. S.

Proof. Immediate from Corollary 7.8 and Theorem 5.17(a) . It is of course
trivial that if t/J is reducible, then so is the induced character.

Another way to phrase Corollary 7.9 is as follows . Let F, F' be representation
spaces for S (over C) . We call F, F' disjoint if no simple S-space occurs both
in F and F'. Then Corollary 7 .9 can be reformulated:

Corollary 7.9'. Let S be a subgroup of the finite group G. Let F be an
(S, k)-space (with k = C) . Then ind~(F) is simple if and only if F is simple
and for all y E G and y ¢ S, the S n [yJS-modules F and [yJF are disjoint .

Next we have the commutation of the dual and induced representations .

Theorem 7.10. Let S be a subgroup ofG and let F be a finite free R-module .
Then there is a G-isomorphism

ind~(PV) = (ind~(F»v .

Proof. Let G = UA;S be a left coset decomposition . Then, as in Theorem
7.3, we can express the representation space for ind~(F) as

ind~(F) = EBA;F.

We may select AI = I (unit element of G) . There is a unique R-homomorphism

f: FV ~ (ind~(F»V

such that for (j) E FV and x E F we have

{
o if i * I

f«(j)(A;x) = () if . I(j)X I 1= ,

which is in fact an R-isomorphism of FV on (A(F)v. We claim that it is an S-
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homomorphism . Thi s is a routine verification, which we write down . We ha ve

{
o if i *" I

f ([<T] cp)(Aix ) = «( - I » if . I<Tcp<T X 1[=.

On the other hand, note that if <T E S then <T- 1AI E S so <T- IA1x E A1F for
x E F; but if <T ¢. S , then <T- 1Ai ¢. S for i *" I so <T- JA ix ¢. AIF . Hen ce

{
o if i *" I

[<T](f (cp» (A, x ) = <Tf (cp)(<T-IAix) = « - I » if . 1
<Tcp<T X 1 [= .

This proves that f commutes with the action of S.
By the universal property of the induced module, it follows that there is a

unique (G, R)-homomorphism

ind~(f) : i nd~(Fv ) ~ (ind~(F» v ,

which must be an isomorphism becausefwas an isomorphism on its image, the
AJ-component of the induced module . Thi s concludes the proof of the theorem.

Theorems and defin itions with Hom have analogues with the ten sor product.
We start with the analogue of the definition .

Theorem 7.11. Let S be a subgroup of finit e index in G. Let F be an S­
module, and E a G-module (over the commutative ring R). Then there is an
isomorphism

ind~(ress(E) 0 F ) = E 0 ind~ (F).

Proof. The G-module ind~ (F) contains F as a summand, because it is the
direct sum EBAiF with left coset representatives Ai as in Theorem 7.3 . Hence
we hav e a natural S-i somorphism

f: ress(E ) 0 F ~ E 0 A)F C E 0 ind~ (F) .

taking the representative AI to be I (the unit element of G). By the un iversal
property of induction , there is a G-homomorphism

ind~(f) : ind~(ress(E) 0 F) ~ E 0 ind~ (F) ,

which is immediately verified to be an isomorphism , as desired . (Note that here
it only needed to verify the bijectivity in this last step, which comes from the
structure of direct sum as R-modules.)

Before going further , we make some remarks on functorialities . Suppose we
have an isomorphism G = G', a subgroup H of G corresponding to a subgroup
H' of G ' under the isomorphism , and an isomorphism F =F' from an H-module
F to an H' -rnodule F' commuting with the actions of H , H '. Then we get an
isomorphism

ind~(F) = indW(F' ).
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by Theorem 7. II

In particular, we could take a E G, let G' = [a]G = G, H' = [a]H and
F' = [a]F.

Next we deal with the analogue of Theorem 7.7 . We keep the same notation
as in that theorem and the discussion preceding it. With the two subgroups H
and S, we may then form the tensor product

[a]F) Q9 [T]F2

with a, T E G. Suppose a-IT ED for some double coset D = HyS. Note that
[a]F, @ [T]F2 is a [a]H n [T]S-module. By conjugation we have an isomorphism

(3) indfu)Hn[T]s([a]F, Q9 [T]F2) = indfjn[y)s (FI @ [y]F2).

Theorem 7.12. There is a G-isomorphism

ind~(FI) @ ind~(F2) = EB ind~n[y)s(F) @ [y]F2),
y

where the sum is taken over double coset representatives y.

Proof. We have:

ind~(F,) @ ind~(F2) = ind~(F1 Q9 resH ind~(F2»

= EB ind~(F1 @ ind~n[y]s resHn[~l~([y]F2) by Theorem 7.6
y

=~ ind~(nd~n[y)s(resJ1n[y)s(FI) Q9 resJl~s[Y) s([Y]F2»)) by Theorem 7.7

= EB ind~ n [y)s(F, @ [y]F2) by transitivity of induction
y

where we view FI n [y]F2 as an H n [y]S-module in this last line . This proves
the theorem.

General comment. This section has given a lot of relations for the induced
representations . In light of the cohomology of groups, each formula may be
viewed as giving an isomorphism of functors in dimension 0, and therefore gives
rise to corresponding isomorphisms for the higher cohomology groups Hs , The
reader may see this developed further than the exercises in [La 96].
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The next three sections, which are essentially independent ofeach other, give
examples of induced representations. In each case, we show that certain
representations are either induced from certain well-known types, or are linear
combinations with integral coefficients ofcertain well-known type s. The most
striking feature is that we obtain all characters as linear combinations of in­
duced characters arising from i-dimensional charact ers. Thus the theory of
characters is to alarge extent reduced to the study of i-dimensional, or abelian
characters .

§8. POSITIVE DECOMPOSITION OF THE
REGULAR CHARACTER

Let G be a finite group and let k be the complex numbers. We let I G be the
trivial character, and rG denote the regular character.

Proposition 8.1. Let H be a subgroup of G. and let l/J be a character of H.
Let l/JG be the induced character . Then the multiplicity of IHin l/J is the same
as the multiplicity of IGin l/JG .

Proof By Theorem 6.1 (i), we have

These scalar products are precisely the multiplicities in question.

Proposition 8.2. The regular representation is the representation induced
by the trivial character on the trivial subgroup of G.

Proof This follows at once from the definition of the induced character

taking l/J = I on the trivial subgroup.

Corollary 8.3. The multiplicity of IG in the regular character rG is equal to 1.

We shall now investigate the character

Theorem 8.4. (Aramata) . The character nUG is a linear combination with
positive integer coefficients of characters induced by i-dimensional characters
of cyclic subgroups of G.

The proof consists of two propositions, which give an explicit description of
the induced characters. I am indebted to Serre for the exposition, derived from
Brauer's.
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If A is a cyclic group of order a, we define the function (J A on A by the condi­
tions :

II ) _ {a if (J is a generator of Aui(J - o otherwise.

We let AA = qJ(a)rA - (JA(where qJ is the Euler function), and AA = 0 if a = 1.
The desired result is contained in the following two propositions.

Proposition 8.5. Let G be afinite group ojorder n. Then

nuc = 2: AX,
the sum being taken over all cyclic subgroups of G.

Proof Given two class functions X, tj; on G, we have the usual scalar
product :

1" ­<tj; , X>G = - L. tj;«(J)X«(J)·
n GEG

Let tj; be any class function on G. Then:

<tj;, nuG> = <tj;, nrG> - <tj;, nlG>

= ntj;(l) - L tj;«(J).
GEG

On the other hand, using the fact that the induced character is the transpose of
the restriction, we obtain

= L: <tj; IA, qJ(a)rA - (JA >
A

1
= L qJ(a)tj;(l) - L: - L atj;«(J)

A A a GgenA

= ntj;(l) - L tj;«(J).
GEG

Since the functions on the right and left of the equality sign in the statement of our
proposition have the same scalar product with an arbitrary function, they are
equal. This proves our proposition.

Proposition 8.6. IJ A i= {I}, the Junction AA is a linear combination oj ir­
reducible nontrivial characters oj A with positive integral coefficients.
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Proof If A is cyclic of prime order, then by Proposition 8.5, we know that
I'A = nU A ' and our assertion follows from the standard structure of the regular
representation.

In order to prove the assertion in general, it suffices to prove that the Fourier
coefficients of AAwith respect to a character of degree 1 are integers ~ O. Let
IjJ be a character of degree 1. We take the scalar product with respect to A, and
obtain:

a gen

= cp(a) - L ljJ(a)
e gen

= L (1 - ljJ(a» .
e gen

The sum L ljJ(a) taken over gener ators of A is an algebraic integer, and is in fact
a rational number (for any number of elementary reasons), hence a rational
integer. Furthermore, if IjJ is non-trivial, all real parts of

1 - ljJ(a)

are> 0 ifa # id and are 0 if a = id. From the last two inequalities, we conclude
that the sums must be equal to a positive integer. If IjJ is the trivial character,
then the sum is clearly O. Our proposition is proved.

Remark. Theorem 8.4 and Proposition 8.6 arose in the context of zeta
functions and L-functions , in Aramata 's proof that the zeta function of a number
field divide s the zeta function of a finite extension [Ar 31], [Ar 33] . See also
Brauer [Br 47a], [Br 47b]. These results were also used by Brauer in showing
an asymptotic behavior in algebraic number theory , namely

log(hR) - log DI /2 for [k : Q]/log D - 0 ,

where h is the number of ideal classes in a number field k , R is the regulator,
and D is the absolute value of the discriminant. For an exposition of this appli­
cation, see [La 70], Chapter XVI.
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§9. SUPERSOLVABLE GROUPS

XVIII, §9

Let G be a finite group. We shall say that G is supersolvable if there exists a
sequence of subgroups

such that each G, is normal in G, and Gi+dGi is cyclic of prime order.
From the theory of p-groups, we know that every p-group is super-solvable,

and so is the direct product of a p-group with an abelian group.

Proposition 9.1. Every subgroup and every factor group of a super-solvable
group is supersolvable.

Proof Obvious, using the standard homomorphism theorems.

Proposition 9.2. Let G be a non-abelian supersolvable group. Then there
exists a normal abelian subgroup which contains the center properly.

Proof Let C be the center of G, and let G = G/C. Let H be a normal
subgroup of prime order in G and let H be its inverse image in G under the
canonical map G ~ G/C. If a is a generator of H, then an inverse image a of a,
together with C, generate H. Hence H is abelian, normal, and contains the
center properly.

Theorem 9.3. (Blichfeldt) . Let G be a supersolvable group, let k be alge ­
braically closed. Let E be a simple (G, k)-space. If dim, E > I , then there
exists a proper subgroup H ofG and a simple H-space F such that E is induced
byF.

Proof Since a simple representation of an abelian group is l-dimensional,
our hypothesis implies that G is not abelian.

We shall first give the proof of our theorem under the additional hypothesis
that E is faithful. (This means that ax = x for all x E E implies a = 1.) It will
be easy to remove this restriction at the end.

Lemma 9.4. Let G be a finite group, and assume k algebraically closed. Let
E be a simple, faithful Grspace over k. Assume that there exists a normal abelian
subgroup H of G containing the center of G properly . Then there exists a
proper subgroup HI of G containing H, and a simple HI- space F such that E
is the induced module ofF from HI to G.

Proof We view E as an H-space . It is a direct sum of simple H-spaces, and
since H is abelian, such simple H-space is l-dimensional.

Let V E E generate a l-dimensional H-space. Let rjJ be its character. If
WEE also generates a l-dimensional H -space, with the same character rjJ, then
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for all a, b e k and r E H we have
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r(av + bw) = t/J(r)(av + bw).

If we denote by F", the subspace of E generated by all I-dimensional H-sub­
spaces having the character t/J, then we have an H-direct sum decomposition

E=EBF", .

'"
We contend that E i= F", . Otherwise, let vEE, v i= 0, and a E G. Then a-Iv

is a I-dimensional H-space by assumption, and has character t/J. Hence for
rEH,

rea-Iv) = t/J(r)a-I v

(aw-I)v = at/J(r)a-I v = t/J(r)v.

This shows that aw- I and r have the same effect on the element v of E. Since
H is not contained in the center of G, there exist r EH and a E G such that
ara- I i= r, and we have contradicted the assumption that E is faithful.

We shall prove that G permutes the spaces F", transitively.
Let v EF",. For any r EH and a E G, we have

r(av) = a(a-Ira)v = at/J(a-Iw)v = t/J,rCr)av,

where t/J(l is the function on H given by t/Jir) = t/J(a -Ira). This shows that a
maps F", into F"'a' However, by symmetry, we see that a-I maps F"'a into F"',
and the two maps a, a -I give inverse mappings between F"'a and F",. Thus G
permutes the spaces {F",}.

Let E' = GFl/Jo = 2: aFl/Jo for some fixed t/Jo. Then E' is a G-subspace of E,
and since E was assumed to be simple , it follows that E' = E . This proves that
the spaces {Fl/J} are permuted trans itively .

Let F = F"'1 for some fixed t/J I ' Then F is an H-subspace of E. Let HI be
the subgroup of all elements rEG such that iF = F. Then HI i= G since
E i= F", . We contend that F is a simple H I-subspace, and that E is the induced
space of F from HI to G.

To see this, let G = UH IC be a decomposition of G in terms of right cosets
of HI' Then the elements {c- I} form a system of left coset representatives of
HI ' Since

E = LaF
(leG

it follows that

We contend that this last sum is direct, and that F is a simple HI-space.
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Since G permutes the spaces {F,p}, we see by definition that HI is the isotropy
group of F for the operation of G on this set of spaces, and hence that the elements
of the orbit are precisely {c- IF}, as c ranges over all the cosets. Thus the spaces
{c- IF} are distinct, and we have a direct sum decomposition

If W is a proper H I-subspace of F, then E8 c: IW is a proper G-subspace of E,
contradicting the hypothesis that E is simple. This proves our assertions.

We can now apply Theorem 7.3 to conclude that E is the induced module
from F, thereby proving Theorem 9.3, in case E is assumed to be faithful.

Suppose now that E is not faithful. Let Go be the normal subgroup of G
which is the kernel of the representation G -+ Autk(E). Let G= GIGo. Then
E gives a faithful representation of G. As E is not l-dimensional, then Gis not
abelian and there exists a proper normal subgroup Hof Gand a simple H-space
F such that

E = ind~F) .

Let H be the inverse image of H in the natural map G -+ G. Then H :::> Go,
and F is a simple H-space. In the operation of Gas a permutation group of the
k-subspaces {oP}ueG, we know that H is the isotropy group of one component.
Hence H is the isotropy group in G of this same operation, and hence applying
Theorem 7.3 again, we conclude that E is induced by F in G, i.e.

E = ind~(F),

thereby proving Theorem 9.3.

Corollary 9.5. Let G be a product ofa p-qroup and a cyclic group, and let k
be algebraically closed . If E is a simple (G, k)-space and is not Y-dimensional,
then E is induced by a i-dimensional representation of some subgroup .

Proof We apply the theorem step by step using the transitivity of induced
representations until we get a I-dimensional representation of a subgroup.

§10. BRAUER'S THEOREM

We let k = C be the field of complex numbers . We let R be a subring of k .
We shall deal with XR(G), i .e . the ring consisting of all linear combinations with
coefficients in R of the simple characters of Gover k. (It is a ring by Proposition
2.1.)
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Let H = { H~} be a fixed family of subgroups of G, indexed by ind ices {a} .
We let VR(G) be the additive subgroup of XR(G) generated by all the functions
which are induced by functions in X R(H~ ) for some H~ in our family. In other
words,

VR(G) = 2: i nd~a<XR(Ha)) '
a

We could also say that VR(G) is the subgroup generated over R by all the char­
acters induced from all the Ho •

Lemma 10.1. VR(G ) is an ideal in XR(G).

Proof This is immediate from Theorem 6.1.

For many applications, the family of subgroups will consist of "elementary "
subgroups: Let p be a prime number. By a p-elementary group we shall mean
the product of a p-group and a cyclic group (whose order may be assumed prime
to p, since we can absorb the p-part of a cyclic factor into the p-group). An
element (J E G is said to be p-regular if its period is prime to p, and p-singular
if its period is a power of p. Gi ven x E G, we can write in a unique way

x = (JT

where (J is p-singular, T is p-regular , and (J , T commute. Indeed, if p'm is the period
ofx, with m prime to p, then 1 = vp" + 11m whence x = (xm)"(x pr

)" and we get our
factor ization. It is clearl y unique, since the factors have to lie in the cyclic
subgroup generated by x. We ca ll the two factors the p-singular and p-regular
factors of x respectively.

The above decomposition also shows:

Proposition 10.2. Every subgroup and every factor group of a p-elementary
group is p-elementary. If 5 is a subgroup of the p-elementary group P x C,
where P is a p-qroup, and C is cyclic, of order prime to p, then

5 = (5 (l P) x (5 (l C) .

Proof Clear.

Our purpose is to show,among other things, that ifourfamily {Ho } is such that
every p-elementary subgroup of G is contained in some H.. then VR(G) = XR(G)
for every ring R. It would of course suffice to do it for R = Z, but for our pur­
poses, it is necessary to pro ve the result first using a bigger ring . The main result
is contained in Theorems 10.11 and 10.13, due to Brauer. We shall give an
exposition of Brauer-Tate (Annals of Math ., July 1955).

We let R be the ring Z[(] where ( is a primitive n-th root of unity. There
exists a basis of R as a Z-module, namel y 1, (, ... , ( N- 1 for some integer N.
Thi s is a tri vial fact, and we can take N to be the degree of the irreducible poly­
nomial of ( over Q. Th is irreducible polynomial has leading coefficient 1, and
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has integer coefficients, so the fact that

I, (, ... ,(N- I

form a basis of Z[(J follows from the Eucl idean algorithm. We don 't need to
know anything more about this degree N .

We shall pro ve our assertion first for the above ring R. The rest then follows
by using the following lemm a.

Lemma 10.3. If d e Z and the constant fun ction d.1G belongs to VR then
d.1G belongs to Vz .

Proof We contend that I, (, . . . , (N- I are linearly independent over X z(G).
Indeed, a relation of linear dependence would yield

s N - I

L L CVjXv ( j = 0
v= I j = 0

with integers cvj not all O. But the simple characters are linearly independent
over k. The above relation is a relation between these simple characters with
coefficients in R, and we get a contradiction. We conclude therefore that

is a direct sum (of abelian groups), and our lemma follows.

If we can succeed in proving that the constant function IG lies in VR(G),
then by the lemma, we conclude that it lies in Vz(G), and since Vz(G) is an ideal,
that X z(G) = Vz(G).

To prove our theorem, we need a sequence of lemmas.
Two elements x, x ' of G are said to be p-conjugate if their p-regular factor s

are conjugate in the ordinar y sense. It is clear that p-conjugacy is an equivalence
relation, and an equivalence class will be called a p-conjugacy class, or simply a
p-class.

Lemma 10.4. LetfEXR(G), and assume thatf(a)EZfor all aEG. Then
f is constant mod p on every p-class.

Proof Let x = rrr, where a is p-singular, and t is p-regular, and a, r com­
mute. It will suffice to prove that

f( x) =f(r) (mod p).

Let H be the cyclic subgro up generated by x. Then the restriction of f to H
can be written
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with aj ER, and l/J j being the simple characters of H, hence homomorphisms of
H into k*. For some power p' we have x'" = "Cpr, whence l/Jixyr = l/J/"Cyr, and
hence

f(xyr =f(ryr (mod pR).

We now use the following lemma.

Lemma 10.5. Let R = Z[n be as before. If a E Z and a E pR then a E pZ.

Proof This is immediate from the fact that R has a basis over Z such that
1 is a basis element.

Applying Lemma 10.5, we conclude that f(x) =f("C) (mod p), because
bY =b (mod p) for every integer b.

Lemma 10.6. Let r be p-reqular in G, and let T be the cyclic subgroup
generated by "C. Let C be the subgroup of G consisting of all elements com­
mutingwith T. Let P be a p-Sylowsubgroup ofC. Then thereexists an element
l/JE XR(T x P) suchthattheinducedfunctionf= IjP hasthefollowingproperties:

(i) f(a) E Z for all a E G.

(ii) f(a) = 0 if a does not belong to the p-class of r.

(iii) f("C) = (C : P) =1= 0 (mod p).

Proof We note that the subgroup of G generated by T and P is a direct pro­
duct T x P. Let l/J l' . . . , l/J, be the simple characters of the cyclic group T, and
assume that these are extended to T x P by composition with the projection :

T x P -> T -> k*.

We denote the extensions again by l/J 1> • •• , l/J,. Then we let

r

l/J = L l/Jv(r)l/Jv'
v= 1

The orthogonality relations for the simple characters of T show that

l/J(ry) = l/J(r) =(T:l) for yEP

l/J(a) = 0 if a E TP, and a ¢ "CP.

We contend that l/JG satisfies our requirements.
First, it is clear that l/J lies in XR(TP).
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We have for IT E G:

G _ I "" _ I __1_ ( )
!/J (IT) - (TP: I)~ !/Jyp(xax ) - (P : I)JL IT

XVIII , §10

where JL( IT) is the number of elements x E G such that xax- I lies in TP. The
number J1«(J) is divisible by (P: 1) because if an element x of G moves (J into iP
by conjugation, so does every element of Px. Hence the values of !/JG lie in Z.

Furthermore, J1«(J) =1= 0 only if (J is p-conjugate to r, whence our condition
(ii) follows.

Finally, we can have xrx" 1 = ry with yEP only if y = 1 (because the period
of r is prime to p). Hence J1(r) = (C: 1), and our condition (iii) follows.

Lemma 10.7. Assume that thefamily ofsubgroups {Ha } covers G ti.e. every
element of G lies in some Ha ) . Iff is a classfunction on G taking its values in
Z, and such that all the values are divisible by n = (G: 1), then f belongs to
VR(G).

Proof. Let y be a conjugacy class, and let p be prime to n. Every element
of Gis p-regular, and all p-subgroups of G are trivial. Furthermore, p-conjugacy
is the same as conjugacy. Applying Lemma 10.6, we find that there exists in
VR(G) a function taking the value 0 on elements (J ¢ y, and taking an integral
value dividing n on elements ofy. Multiplying this function by some integer, we
find that there exists a function in VR( G) taking the value n for all elements of y,
and the value 0 otherwise. The lemma then follows immediately.

Theorem 10.8. (Artin). Every character of G is a linear combination with
rational coefficients of induced characters from cyclic subgroups.

Proof. In Lemma 10.7, let {Ha } be the family of cyclic subgroups of G. The
constant function n.lGbelongs to VR(G). By Lemma 10.3, this function belongs
to Vz (G), and hence nXz(G) c Vz(G). Hence

1
Xz(G) c - Vz(G),

n

thereby proving the theorem.

Lemma 10.9. Let p be a prime number, and assume that every p-elementary
subgroup ofG is contained in some Hi: Then there exists afunctionf e VR(G)
whose values are in Z, and == 1 (mod pr).

Proof. We apply Lemma 10.6 again . For each p-class y,we can find a func­
tion j , in VR(G), whose values are 0 on elements outside y, and =1= 0 mod p for
elements of y. Let f = L fr, the sum being taken over all p-classes. Then

f((J) =1= 0 (modp) for all (J E G. Taking f (p-Ijp ,-l gives what we want.
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Lemma 10.10. Let p be a prime number and assume that every p-elementary
subgroup oj G is contained in some H, . L et n = nop' where no is prime to p.
Then the constant Junction no.1G belongs to Vz(G).

Proof By Lemma 10.3, it suffices to pro ve that no.1G belongs to VR(G).
Let Jbe as in Lemma 10.9. Then

Since no(1G - J) has values divisible by nop' = n, it lies in VR ( G) by Lemma
10.7. On the other hand , noJ E VR ( G) because J E VR ( G). This proves our lemma.

Theorem 10.11. (Brauer) . Assume that Jor every prime number p , every
p-eiementary subgroup of G is contained in some H, . Then X(G) = Vz(G) .
Every character of G is a linear combination, with integ er coeffi cients, oj
characters induced Jrom subgroups H , .

Proof Immediate from Lemma 10.10, since we can find functions no.lG in
Vz(G) with no relativel y prime to any given prime number.

Corollary 10.12. A class Junction J on G belongs to X (G) if and only if its
restriction to H , belongs to X (H , )Jor each a.

Proof Assume that the restriction ofJto H , is a character on H , for each a.
By the theorem, we can write

where c, E Z, and 1jJ, E X (H,). Hence

using Theorem 6.1. IfJH. E X(H,), we conclude that J belongs to X(G). The
converse is of course trivial.

Theorem 10.13. (Brauer). Every character oj G is a linear comb ination
with integ er coefficient s oj characters induced by s-dimensionol characters of
subgroups.

Proof By Theorem 10.11, and the transitivity of induction, it suffices to
prove that every character of a p-elementary group has the property stated in
the theorem. But we have pro ved this in the preceding section, Corollary 9.5.
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§11. FIELD OF DEFINITION OF A
REPRESENTATION

XVIII, §11

We go back to the general case of k having characteristic prime to #G. Let
E be a k-space and assume we have a representation of G on E. Let k' be an
extension field of k . Then G operates on k' @k E by the rule

ata ® x) = a ® ax

for a E k' and x E E. This is obtained from the bilinear map on the product
k' x E given by

(a, x)Ha ® ax.

We view E' = k' ®k E as the extension of E by k', and we obtain a representation
ofG on E'.

Proposition 11.1. Let the notation be as above. Then the characters of the
representations of G on E and on E' are equal.

Proof Let {VI"' " vm } be a basis of E over k. Then

is a basis of E' over k'. Thus the matrices representing an element a of G with
respect to the two bases are equal, and consequently the traces are equal.

Conversely, let k' be a field and k a subfield. A representation of G on a
k'-space E' is said to be definable over k if there exists a k-space E and a repre­
sentation of G on E such that E' is G-isomorphic to k' ®k E.

Proposition 11.2. Let E, F be simple representation spaces for the finite
group Gover k. Let k' be an ex tension of k. Assume that E, F are not G­
isomorphic. Then no k'-simple component of Ek, appears in the direct sum
decomposition ofFk , into k'-simple subspaces.

Proof Con sider the direct product decomposition

s(k )

keG] = Il Rik)
1'= 1

over k, into a direct product of simple rings. Without loss of generality, we may
assume that E, Fare simle left ideals of keG], and they will belong to distinct
factors of this product by assumption. We now take the tensor product with
k', getting nothing else but k'[G]. Then we obtain a direct product decomposi­
tion over k'. Since Rv(k)Rik) = 0 if v # u, this will actually be given by a direct
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product decomposition of each factor RJk) :

s(k) m(Jl )
k'[G] = Il Il RJl j(k').

Jl = 1 j = I

Say E = L ; and F = L Jl with v #- p. Then RJlE = O. Hence RJl jEk • = 0 for
each i = 1, . .. , m(p). Thi s implies that no simple component of Ek• can be
G-isomorphic to an yone of the simple left ideals of RJlj , and proves what we
wanted.

Corollary 11.3. The simple characters XI ' . . . , Xs (k ) oj G over k are linearly
independent over any extension k' ojk.

Proof This follows at once from the proposition, together with the linear
independence of the k'-sirnple characters over k'.

Propositions 11.1 and 11.2 are essentially general statements of an abstract
nature. The next theorem uses Brauer's theorem in its proof.

Theorem 11.4. (Brauer). Let G be a finite group oj exponent m. Every
representation oj G over the complex numbers (or an algebraically closedfield
oj characteristic 0) is definable over the field Q«(m) where (m is a primitive
m-th root of unity.

Proof. Let Xbe the character of a repre sentation of Gover C, i.e . an effective
character. By Theorem 10.13, we can write

the sum being taken over a finite number of subgroups Sj ' and l/Jj being a 1­
dimensional character of Sj ' It is clear that each l/Jj is definable over Q«(m )' Thus
the induced character l/JY is definable over Q«(m) ' Each #' can be written

where {XJl } are the simple characters of Gover Q«(m)' Hence

The expression of Xas a linear combination of the simple characters over k is
unique, and hence the coefficient

is ~ O. Th is proves what we wanted.
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§12. EXAMPLE: GL 2 OVER A FINITE FIELD

XVIII, §12

Let F be a field. We view GL2(F) as operating on the 2-dimensional
vector space V = F2• We let Fa be the algebraic closure as usual, and we let
va = Fax Fa = P 0 V (tensor product over F). By semisimple, we always
mean absolutely semisimple, i.e . semisimple over the algebraic closure Fa. An
element a E GL2(F ) is called semisimple if va is semisimple over P[a] . A sub­
group is called semisimple if all its elements are semisimple.

Let K be a separable quadratic extension of F. Let {WI' W2} be a basis of K.
Then we have the regular representation of K with respect to this basis, namely
multiplication representing K* as a subgroup of GL2(F). The elements of norm
1 correspond precisely to the elements of SL2(F) in the image of K*. A different
choice of basis of K corresponds to conjugation of this image in GL2(F ). Let CK

denote one of these images . Then CK is called a non-split Cartan subgroup .
The subalgebra

is isomorphic to K itself, and the units of the algebra are therefore the elements
of CK = K*.

Lemma 12.1. The subgroup CK is a maximal commutative semisimple
subgroup .

Proof. If a E GL2(F) commutes with all elements of CK then a must lie in
F[CK ], for otherwise {l, a} would be linearly independent over F[CK ], whence
Mat2(F) would be commutative , which is not the case . Since a is invertible, a
is a unit in F[CK ], so a E CK , as was to be shown.

By the split Cartan subgroup we mean the group of diagonal matrices

(~ ~) with a, dE F*.

We denote the split Cartan by A, or A(F) if the reference to F is needed.
By a Cartan subgroup we mean a subgroup conjugate to the split Cartan or

to one of the subgroups CK as above .

Lemma 12.2. Every maximal commutative semisimple subgroup of GL2(F)
is a Cartan subgroup, and conversely.

Proof. It is clear that the split Cartan subgroup is maximal commutative
semisimple. Suppose that H is a maximal commutative semisimple subgroup of
GL2(F). If H is diagonalizable over F, then H is contained in a conjugate of the
split Cartan. On the other hand, suppose H is not diagonalizable over F . It is
diagonalizable over the separable closure of F, and the two eigenspaces of



XVIII, §12 EXAMPLE: GL2 OVER A FINITE FIELD 713

dim ension I give rise to two charac ters

t/J, t/J' : H ~P*

of H in the multipl icative group of the separable clo sure. For each element
a E H the values t/J(a ) and t/J'( a ) are the eigenvalues of a , and for some element
a E H the se eigenvalue s are distinct , otherwise H is diagonalizable over F.
Hence the pair of element s t/J(a ), t/J'(a) are conjugate over F . The image t/J(H )

is cyclic , and if t/J(a ) generates thi s image , then we see that t/J(a ) generates a
quadratic extension K of F . The map

a ~ t/J(a ) with a E H

extends to an F-linear mapping , also denoted by t/J, of the algebra F[H] into K .
Since F[H] is semisimple , it follo ws that t/J : F[H] ~ K is an isomorphism.
Hence t/J maps H into K*, and in fact map s H onto K* because H was taken to
be maximal. This proves the lemma.

In the above proof, the two characters t/J, t/J' are called the (eigen)characters
of the Cartan subgroup. In the split case , if a has diagonal elements , a, d then
we get the two characters such that t/J(a) = a and t/J'(a ) = d . In the split case ,
the values of the characters are in F. In the non- split ca se , the se values are
conjugate quadratic over F, and lie in K.

Proposition 12.3. Let H be a Cartan subgroup ofGL2(F) (split or not ). Then
H is of index 2 in its normalizer N(H).

Proof. We may view GL 2(F ) as operating on the 2-dimensional vector space
va = P ED P, over the algebraic clo sure Fa. Whether H is split or not , the
eigencharacters are distinct (because of the separability assumption in the non­
split ca se), and an element of the normalizer must either fix or interchange the
eigenspac es . If it fixes them , then it lie s in H by the ma ximal ity of H in Lemma
12.2 . If it interchanges them , then it doe s not lie in H , and generate s a unique
coset of N / H , so that H is of index 2 in N .

In the split case , a representative of N / A which interchanges the eigenspaces
is given by

w = G ~) .

In the non -split case, let rr : K ~ K be the non-trivial automorphism . Let
{a, rro} be a normal basis. With respect to this basis , the matrix of rr is precisely
the matrix

w = G ~) .

Therefore again in thi s case we see that there exi sts a non-trivial element in the
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normalizer of A . Note that it is immediate to verify the relation

M((J')M(x)M( (J'-l) = M(ox),

XVIII, §12

if M(x) is the matrix associated with an element x E K.
Since the order of an element in the multiplicative group of a field is prime

to the characteristic , we conclude:

IfF has characteristic p. then an element offinite order in GLz(F) is semisimple
if and only if its order is prime to p .

Conjugacy classes

We shall determine the conjugacy classes explicitly . We specialize the sit-
uation, and from now on we let:

F = finite field with q elements;
G = GL2(F) ;

Z = center of G;
A = diagonal subgroup of G;

C = K* = a non-split Cartan subgroup of G.

Up to conjugacy there is only one non-split Cartan because over a finite field
there is only one quadratic extension (in a given algebraic closure Fa) (cf.
Corollary 2.7 of Chapter XIV). Recall that

#(G) = (q2 - 1)(q2 - q) = q(q + I)(q - 1)2.

This should have been worked out as an exercise before . Indeed, F x F has q2
elements, and #(G) is equal to the number of bases of F x F. There are q2 - 1
choices for a first basis element, and then q2 - q choices for a second (omitting
(0, 0) the first time, and all chosen elements the second time) . This gives the
value for #(G).

There are two cases for the conjugacy classes of an element a .

Case 1. The characteristic polynomial is reducible, so the eigenvalues lie
in F . In this case, by the Jordan canonical form , such an element is conjugate
to one of the matrices

(~ ~), (~ ~), (~ ~) withd*a .

These are called central, unipotent, or rational not central respectively .

Case 2. The characteristic polynomial is irreducible. Then a is such that
F[a] = E, where E is the quadratic extension of F of degree 2. Then {I, a} is
a basis of F[a] over F , and the matrix associated with a under the representation
by multiplication on F[ a] is

(0 -b),
I -a
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where a, b are the coefficients of the characteristic polynomial X2 + ax + b.
We then have the following table .

Tahle 12.4

class # of classes # of elements in the class

(~ :) q - 1 1

(~ ~) q-l q2 - I

(~ ~) 1
q2 + q-(q - l)(q - 2)

2
with a "* d

a E C - F*
1 q2 _ q-(q - l)q
2

In each case one computes the number of elements in a given class as the index
of the normalizer of the element (or centralizer of the element) . Case 1 is trivial.
Case 2 can be done by direct computation, since the centralizer is then seen to
consist of the matrices

(~ ~), X E F,

with x "* O. The third and fourth cases can be done by using Proposition 12.3 .
As for the number of classes of each type, the first and second cases correspond

to distinct choices of a E F* so the number of classes is q - 1 in each case. In
the third case, the conjugacy class is determined by the eigenvalues . There are
q - 1 possible choices for a , and then q - 2 possible choices for d. But the
non-ordered pair of eigenvalues determines the conjugacy class, so one must
divide (q - l)(q - 2) by 2 to get the number of classes. Finally, in the case
of an element in a non-split Cartan, we have already seen that if a generates
Gal(K jF) , then M(ax) is conjugate to M(x) in GL2(F). But on the other
hand, suppose x, x' E K* and M(x) , M(x') are conjugate in GL2(F ) under a given
regular representation of K* on K with respect to a given basis . Then this
conjugation induces an F-algebra isomorphism on F[CK ], whence an automor­
phism of K, which is the identity, or the non-trivial automorphism a . Consequently
the number of conjugacy classes for elements of the fourth type is equal to

#(K) - #(F) _ q2 - q
2 - 2

which gives the value in the table.
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Borel subgroup and induced representations

We let:

V = group of unipotent elements (~ ~) ;

B = Borel subgroup = VA = AV.

XVIII, §12

Then #(B) = q(q - 1)2 = (q - I)(q2 - q) . We shall construct representations
of G by inducing characters from B, and eventually we shall construct all irre­
ducible representations ofG by combining the induced representations in a suitable
way. We shall deal with four types of characters. Except in the first type, which
is l-dirnensional and therefore obviously simple, we shall prove that the other
types are simple by computing induced characters . In one case we need to subtract
a one-dimensional character. In the other cases, the induced character will turn
out to be simple. The procedure will be systematic. We shall give a table of
values for each type. We verify in each case that for the character X which we
want to prove simple we have

2: Ix({3)1 2 = #(G),
(3EG

and then apply Theorem 5.17(a) to get the simplicity. Once we have done this
for all four types, from the tables of values we see that they are distinct. Finally,
the total number of distinct characters which we have exhibited will be equal to
the number of conjugacy classes, whence we conclude that we have exhibited
all simple characters.

We now carry out this program. I myself learned the simple characters of
GL2(F) from a one-page handout by Tate in a course at Harvard, giving the
subsequent tables and the values of the characters on conjugacy classes . I filled
out the proofs in the following pages .

First type

J.L : F* ~ C* denotes a homomorphism. Then we obtain the character

J.L 0 det: G ~ C*,
which is l-dimensional, Its values on representatives of the conjugacy classes
are given in the following table.

Table 12.5(1)

X (~ ~) (~ ~) (~ ~)d * a
a E C - F*

J.L 0 det J.L(a)2 J.L(a)2 J.L(ad) J.L 0 det( a)
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The stated values are by definition . The last value can also be written

JL(det a) = JL(NK1F(a)),

viewing a as an element of K*, because the reader should know from field theory
that the determinant gives the norm .

A character of G will be said to be of first type if it is equal to JL 0 det for
some JL . There are q - I characters of first type, because #(F*) = q - 1.

Second type

Observe that we have B/ U = A. A character of A can therefore be viewed
as a character on B via B/U . We let:

l/JJ.t = resA(JL 0 det) , and view l/JJ.t therefore as a character on B. Thus

l/JJ.t(~ ~) = JL(ad).

We obtain the induced character

l/J~ = ind~(l/JJ.t) .

Then l/J~ is not simple. It contains JL 0 det , as one sees by Frobenius reciprocity:

< ind~ l/JI" f.1 0 det> G = <l/JI" f.1 0 det>B = (IS) L 1f.1 0 det(jJ)1
2

= I.
# pEB

Characters X = l/J~ - JL 0 det will be called of second type .

The values on the representatives of conjugacy classes are as follows .

Table 12.5(11)

X (~ ~) (~ ~) (~ ~)d * a
a E C - F*

l/J~ - JL 0 det qJL(af 0 JL(ad) - JL 0 det(a)

Actually, one computes the values of l/J~ , and one then subtracts the value of
(J 0 del. For this case and the next two cases, we use the formula for the induced
function :

where 'PH is the function equal to 'P on Hand 0 outside H . An element of the
center commutes with all f3 E G, so for 'P = l/JJ.t the value of the induced character
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on such an element is

#(G) 2 _ 2
#(B) /J-(a) - (q + l)/J-(a) ,
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which gives the stated value .

For an element u = (~ ~) , the only elements f3 E G such that f3uf3-1 lies

in B are the elements of B (by direct verification) . It is then immediate that

which yields the stated value for the character X. Using Table 12.4, one finds
at once that L I X(f3)12 = #(G) , and hence ;

A character X of second type is simple.

The table of value s also shows that there are q - 1 characters of second type.
The next two types deal especially with the Cartan subgroups.

Third type

riJ : A ~ C* denotes a homomorphism.

As mentioned following Proposition 12.3, the representative w = wA = W - I for
N(A)jA is such that

Thus conjugation by w is an automorphism of order 2 on A . Let [w] t/J be the
conjugate character; that is, ([w]t/J)(a) = t/J(waw) = t/J(aW

) for a E A . Then
[w](,u 0 det) = i10 det. The characters,u 0 det on A are precisely those which are
invariant under [w] . The others can be written in the form

with distinct characters t/JI ' t/J2: F* ~ C*. In light of the isomorphism
B j U = A, we view t/J has a character on B. Then we form the induced character

t/JG= ind~( t/J) = indj?([w] t/J) .

With t/J such that [w]«/J =1= t/J, the characters X = t/JG will be said to be of the
third type . Here is their table of values.
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Table 12.5(111)

x (~ ~) (~ ~) a = (~ ~)d * a
a E C - F*

l/JG
(q + l)l/J(a) l/J(a) l/J(a) + l/J(aW) 0

l/J * [w]l/J

The first entry on central elements is immediate . For the second , we have already
seen that if f3 EGis such that conjugating

f3(~ ~)f3-1 EB,

then f3 E B, and so the formula

l/JG(a) = #:B) f3~G l/JB(f3aW
1
)

immediately gives the value of ifP on unipotent elements . For an element of A
with a * d, there is the additional possibility of the normalizer of A with the
elements w, and the value in the table then drops out from the formula. For
elements of the non-split Cartan group, there is no element of G which conjugates
them to elements of B, so the value in the last column is O.

We claim that a character X = l/JG of third type is simple.

The proof again uses the test for simplicity, i.e . that 2: 1X(f3) 1
2 = #(G) . Observe

that two elements a , a' E A are in the same conjugacy class in G if and only if
a ' = a or a ' = [w]a . This is verified by brute force . Therefore, writing the
sum 2: Il/JG(f3)

1
2 for f3 in the various conjugacy classes , and using Table 12.4,

we find:

2: 1 l/JG(f3) I
2 = (q + 1)2(q - 1)

{kG

+ (q - 1)(q2 - 1) + (q2 + q) 2: Il/J(a) + l/J(a")1 2.
a E (A -F*l/w

The third term can be written

~(q2 + q) aE~F* (l/J(a) + l/J(aW))(l/J(a - 1
) + l/J(a - W))

= -2
1
(q2 + q) 2: (l + 1 + l/J(a l -w) + l/J(a w- I)) .

a EA - F*

We write the sum over a E A - F* as a sum for a E A minus the sum for
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a EO F * . If a EO F * then a 1- W = a W
- I = 1. By assumption on l/J, the character

a'- l/J(al - w
) for a EO A

is non-trivial, and therefore the sum over a EO A is equal to O. Therefore , putting
these remarks together, we find that the third term is equal to

I
2,(q2 + q)[2(q - 1)2 - 2(q - I) - 2(q - 1)] = q(q2 - I)(q - 3).

Hence finally

2: IrfP(,B) I2 = (q + 1)(q2 - I) + (q - 1)(q2 - I) + q(q2 - I)(q - 3)
{3EG

= q(q - 1)(q2 - I) = #(G),

thus proving that l/JG is simple .
Finally we observe that there are 4(q - l)(q - 2) characters of third type .

This is the number of characters l/J such that [w]l/J * l/J, divided by 2 because
each pair l/J and [w]l/J yields the same induced character l/JG . The table of values
shows that up to this coincidence, the induced characters are distinct.

Fourth type

() : K* ~ C* denotes a homomorphism, which is viewed as a character on
C = CK •

By Proposition 12.3, there is an element w EO N(C) but w ¢ C, w = w- 1• Then

a'- waw = [w]a

is an automorphism of C, but x .- wxw is also a field automorphism of
F[C] = Kover F . Since [K: F] = 2, it follow s that conjugation by w is the auto­
morphism a .- a" , As a result we obtain the conjugate character [w](} such that

([w](})(a) = (}([w]a) = (}(aw),

and we get the induced character

(}G = indg«(}) = indg([w](}) .

Let /-L : F * ~ C* denote a homomorphism as in the first type. Let:

A : F+ ~ C* be a non-trivial homomorphism.

(/-L, A) = the character on ZU such that

(/-L, A)((~ :)) = /-L(a)A(x).

(/-L , A)G = ind~u(/-L , A).
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A routine computation of the same nature that we have had previously gives the
following values for the induced characters OG and (fJ-, A)G.

x (~ :) (~ ~) (~ ~)d * a
a E C - F*

OG (q2 - q)O(a) 0 0 O(a) + O(aW
)

(fJ-, A)G (q2 - 1)fJ-(a) -fJ-(a) 0 0

These are intermediate steps . Note that a direct computation using Frobenius
reciprocity shows that OG occurs in the character (res 0, A)G, where the restriction
res 0 is to the group F*, so res 0 is one of our characters u: Thus we define :

0' = (res 0, A)G - OG = ([w]O)',

which is an effective character. A character 0' is said to be of fourth type if 0
is such that 0 * [w] O. These are the characters we are looking for. Using the
intermediate table of values, one then finds the table of values for those characters
of fourth type.

Table 12.5(IV)

x (~ :) (~ ~) (~ ~)d * a
a E C - F*

0'
(q - I)O(a) -O(a) 0 - O(a) - O(aW

)

0* [w]O

We claim that the characters 0' offourth type are simple .

To prove this, we evaluate

2: 10'(,8)1 2 = (q - l)1:q - 1) + (q - 1)(q2 - 1)
I3EG

+ 4(q2 - q) CX E'f;-F* IO(a) + O(a"') I2.

We use the same type of expansion as for characters of third type, and the final
value does turn out to be #(G), thus proving that 0' is simple.

The table also shows that there are4#(C - F*) = 4(q2 - q) distinct characters
of fourth type . We thus come to the end result of our computations.
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Theorem 12.6. The irreducible characters of G = GL2(F) are as follows .

type
number of

dimension
that type

I J.L 0 det q - 1 1

II l/J~ - J.L 0 det q - 1 q

III l/JG from pairs l/J "* [w]l/J
1

q + 1-(q - 1)(q - 2)
2

IV ()' from pairs () "* [w] ()
1
-(q - l)q q - 1
2

Proof. We have exhibited characters of four types . In each case it is imme­
diate from our construction that we get the stated number of distinct characters
of the given type . The dimensions as stated are immediately computed from the
dimensions of induced characters as the index of the subgroup from which we
induce, and on two occasions we have to subtract something which was needed
to make the character of given type simple. The end result is the one given in
the above table . The total number of listed characters is precisely equal to the
number of classes in Table 12.4, and therefore we have found all the simple
characters, thus proving the theorem.

EXERCISES

1. The group 83, Let 5 3 be the symmetric group on 3 elements,
(a) Show that there are three conjugacy classes .
(b) There are two characters of dimension I, on 53/ A3 •

(c) Let d, (i = 1, 2, 3) be the dimensions of the irreducible characters . Since
L: dr = 6, the third irreducible character has dimension 2. Show that
the third representation can be realized by considering a cubic equation
X3 + aX + b = 0, whose Galois group is 53 over a field k. Let V be the k­
vector space generated by the roots . Show that this space is 2-dimensional
and gives the desired representation, which remains irreducible after tensoring
with k' .

(d) Let G = 53' Write down an idempotent for each one of the simple components
of C[GJ . What is the multiplicity of each irreducible representation of G in
the regular representation on erG]?
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2. T he groups 54 and A 4 . Let 54 be the symmetric group on 4 elements.
(a) Show that there are 5 conjugacy classes .
(b) Show that A4 has a unique subgroup of order 4 , whic h is not cyclic, and

which is normal in 54. Show that the fac tor gro up is isomorphic to 53' so
the representations of Exercise I give rise to representations of 54.

(c) Using the relation L d] = # (54) = 24 , conclude that there are only two other
irredu cible characters of 54' each of dimension 3 .

(d) Let X4 + azXz + alX + ao be an irreducible polynomial over a field k , with
Galois gro up 54. Show that the roo ts genera te a 3-dimensional vec tor space
V over k , and that the represe ntatio n of 54 on this space is irredu cibl e , so
we obtai n one of the two miss ing represe ntatio ns .

(e) Let p be the represent ation of (d). Define pi by

p' (a) = p(a) if a is even ;

p' (a) = -p(a) if a is od d .

Show that pi is also irreducible , remains irredu cible after ten soring with ka ,

and is non- isomorphic to p. Thi s concludes the description of all irreducible
represent ations of 54.

(f') Show that the 3-dimensional irreducible represent at ions of 54 pro vide an
irreducible represent at ion of A4 •

(g) Show that all irreducibl e represent at ions of A4 are given by the repr esentations
in (f) and three others which are one-dimensio nal.

3. The quaternion group. Let Q = {± l , ±x , ±y , ±z} be the quatern ion group, with
XZ = yZ = zZ = - I and xy = - yx , xz = - ZX , yz = - zy.

(a) Show that Q has 5 conjugacy classes .
Let A = {± I }. Then Q/ A is of type (2, 2) , and hence has 4 simple characters ,
whic h can be viewed as simple characters of Q.

(b) Show that there is only one more simple character of Q, of dimensio n 2.
Show that the corre sponding represe ntatio n can be given by a matrix rep­
rese ntation such that

(
i 0) ( 0 I)

p(x ) = 0 - i ' p (y) = -I 0' p(z) = G~) .

(c) Let H be the quatern ion field, i. e . the algebra over R having dimension 4 ,
with basis {I, x, y , z] as in Exercise 3, and the corres ponding relation s as
above . Sho w that C 0 RH = Matz(C ) (2 X 2 complex matr ices). Relate thi s
to (b).

4. Let 5 be a normal subgroup of G. Let IjJ be a simple charac ter of 5 over C . Show
that indf (1jJ) is simple if and only if IjJ = [a ] 1jJ for all a E S.

5 . Let G be a finite gro up and 5 a normal subgroup . Let p be an irredu cibl e repr esentation
of Gover C . Prove that ei ther the restri ct ion of p to 5 has all its irredu cible components
5-isomorphic to each other, or there exists a proper subgro up H of G contai ning 5
and an irredu cible representation (J of H such that p = ind~((J ) .

6 . Dihedral group D2n . There is a gro up of order 2n (n even integer ~ 2) generated
by two ele ments a , T such that
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It is called the dihedral group.
(a) Show that there are four representations of dimension I, obtained by the four

possible values ± I for a and T .

(b) Let Cn be the cycl ic subgroup of DZn generated by cr. For each integer
r = 0, . . . , n - I let r/Jr be the character of Cn such that

r/Jr((J) = (' (( = prim. n-th root of unity)

Let X; be the induced character. Show that Xr = Xn-r'
(c) Show that for 0 < r < n/2 the induced character Xr is simple, of dimension

2, and that one gets thereby (~ - I) distinct characters of dimension 2.

(d) Prove that the simple characters of (a) and (c) give all simple characters of

DZn'

7. Let G be a finite group, semidirect product of A, H where A is commutative and
normal. Let A" = Hom(A, C*) be the dual group . Let G operate by conjugation on
characters, so that for o E G, a E A, we have

Let r/JI' .. . , r/Jr be representatives of the orbits of H in A", and let H i(i = I , . . . , r)
be the isotropy group of r/Ji ' Let G, = AHi.

(a) For a E A and h E Hi, define r/Ji(ah) = r/Ji(a) . Show that r/Ji is thus extended
to a character on Gi.
Let 0 be a simple representation of Hi (on a vector space over C). From
Hi = GJA, view 0 as a simple representation of Gi. Let

Pi.8 = indg,(l/Ji @ 0).

(b) Show that Pi.8 is simple .
(c) Show that Pi.8 "'" Pi:8' implies i = i' and 0"'" (}/.
(d) Show that every irreducible representation of G is isomorphic to some Pi.(J

8. Let G be a finite group operating on a finite set S. Let qSj be the vector space
generated by S over C . Let r/J be the character of the corresponding representation
of G on qSj .

(a) Let a E G. Show that r/J(cr) = number of fixed points of a in S.
(b) Show that (r/J, IC>G is the number of G-orbits in S.

9. Let A be a commutative subgroup of a finite group G. Show that every irreducible
representation of Gover C has dimension ~ (G : A) .

10. Let F be a finite field and let G = SLz(F) . Let B be the subgroup of G consisting of
all matrices

Let IL : F* -- C* be a homomorphism and let r/JIL : B -- C* be the homomorphism
such that r/JIL(a) = lL(a) . Show that the induced character ind~(r/JIL) is simple if

ILz *" 1.
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II. Determine all simple character s of SLz(F ), giving a table for the number of such
characters. representatives for the conjugacy classes. as was done in the text for GLz,
over the compl ex number s.

12. Observe that As ~ SLz(F4 ) ~ PSLz(Fs)' As a result. verify that there are 5 conjugacy
classes, whose clemen ts have orders I , 2. 3, 5, 5 respectively . and write down
explicitly the character table for As as was done in the text for GLz.

13. Let G be a p-group and let G -+ Aut(V ) be a representation on a finite dimen sional
vector space over a field of characteri stic p . Assume that the repre sentation is irre­
ducible . Show that the representat ion is trivial , i.e . G acts as the identity on V.

14. Let G be a finite group and let C be a conjugacy class. Prove that the following two
conditions are equivalent. They define what it means for the class to be rational.

RAT 1. For all characters X of G. X(0') E Q for 0' E C.

RAT 2. For all 0' E C, and j prime to the order of 0', we have a! E C.

15. Let G be a group and let HI ' Hz be subgroups of finite index . Let PI' P: be repre­
sentations of HI. Hz on R-module s F l. Fz respectively . Let MG(F1 , Fz) be the R­
module of functions j : G -+ HomR(FI. Fz) such that

!(h luhz) = Pz(hz)!(U)PI(h l )

for all 0' E G, hi E Hi (i = 1, 2). Establish an R-module isomorphism

HomR(F f . Fy )"'::' MG(FI , Fz).

By Ff we have abbre viated ind~i(FJ.

16. (a) Let GJ , Gz be two finite groups with representat ions on C-spaces E J , E z. Let
E 1 @ Ez be the usual tensor product over C , but now prove that there is an action
of GJ x Gz on this tensor product such that

( 0'1' uz)(x @ y) = UIX @ uzy for 0'1 E G 1• Uz E Gz.

This action is called the tensor product of the other two . If PJ, pz are the
representations of G I . Gz on E I . Ez respectively, then their tensor product is
denoted by PI @ Pz. Prove: If PI ' pzare irreducible then pz@ pz is also irreducible .
[Hint : Use Theorem 5.17.]

(b) Let XI. Xz be the characters of PI' pz respectively. Show that XJ @ Xz is the
character of the tensor product. By definition.

17. With the same notation as in Exercise 16. show that every irreducible representation
of G I x Gz over C is isomorphic to a tensor product representation as in Exercise
16. [Hint : Prove that if a character is orthogonal to all the products XI @ Xz of
Exercise 16(b) then the character is 0.]

Tensor product representations

18. Let P be the non -commutative polynom ial algebra over a field k, in n variables . Let
X I • • • . , x, be distinct element s of PI (i.e. linear expressions in the variables t l' ... , tn)
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and let at> . . . , a, E k. If
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for all integers v = 1, .. . , r show that ai = 0 for i = 1, . .. , r. [Hint : Take the
homomorphism on the commutative polynomial algebra and argue there.]

19. Let G be a finite set of endomorphisms of a finite-dimensional vector space E over the
field k. For each a E G, let c" be an element of k. Show that if

L c, T'(a) = 0
" EG

for all integers r ~ 1, then c" = 0 for all a E G. [Hint : Use the preceding exercise, and
Proposition 7.2 of Chapter XVI.]

20. (Steinberg) . Let G be a finite monoid , and k[G] the monoid algebra over a field k. Let
G -+ Endk(E) be a faithful representation (i.e. injective), so that we identify G with a
multiplicative subset of Endk(E) . Show that T ' induces a representation of G on T'(E),
whence a representation of keG] on T'(E) by linearity. If ex E keG] and if T'(ex) = 0 for
all integers r ~ 1, show that ex = O. [Hint : Apply the preceding exercise.]

21. (Burnside) . Deduce from Exercise 20 the following theorem of Burnside : Let G be
a finite group , k a field of characteristic prime to the order of G, and E a finite
dimensional (G, k)-space such that the representation of G is faithful. Then every
irreducible representation of G appears with multiplicity ~ 1 in some tensor power
F(E) .

22. Let X(G) be the character ring of a finite group G, generated over Z by the simple
characters over C . Show that an elementf E X(G) is an effective irreducible character
if and only if (J,f)G = I andf(l) ~ O.

23. In this exercise, we assume the next chapter on alternating products. Let p be an
irreducible representation of G on a vector space E over C . Then by functoriality we
have the corresponding representat ions S'(p) and /'( p) on the r-th symmetric power
and r-th alternating power of E over C . If X is the character of p, we let S'(X) and
/'(X) be the characters of S'(p) and /'( p) respectively , on S'(E) and /'( E ) . Let t

be a variable and let

'" '"
O'/(X) = 2: S'(X)t', A/(X) = 2: /'((X)t ' .

, -0 , -0

(a) Comparing with Exercise 24 of Chapter XIV, prove that for x E G we have

O'/(X)(x) = det(l - p(X)t)-1 and A,(X)(x) = det(l + p(x)t).

(b) For a functionfon G define 1Jtn(j) by 1Jtn(f)(x) = [ix'') , Show that

d co d eo

--log O'ix) = 2: 1Jtn(xW and --d log L,(X) = 2: 1Jtn(x)r ,
dt n -l t n = 1

(c) Show that

n

nSn(x) = 2: 1Jt'(X)sn-,(X) and
r =l

'"
n(\n(x) = 2: (-I)'- I 1Jt' (X)!\n- ,(X) .

r=l
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24. Let X be a simple character of G. Prove that pn(X) is also simple . (The characters
are over C.)

25. We now assume that you know §3 of Chapter XX.
(a) Prove that the Grothendieck ring defined there for ModC<G) is naturally

isomorphic to the character ring X(G).
(b) Relate the above formulas with Theorem 3.12 of Chapter XX.
(c) Read Fulton-Lang's Riemann-Rocli Algebra , Chapter I, especially §6, and

show that X(G) is a A-ring, with pn as the Adams operations .

Note. For further connections with homology and the cohomology of groups, see
Chapter XX, §3, and the references given at the end of Chapter XX, §3.

26. The following formalism is the analogue of Artin's formalism of L-series in number
theory. Cf. Artin's " Zur Theorie der L-Reihen mit allgemeinen Gruppenchar­
akteren", Collected papers, and also S. Lang, "L-series of a covering", Proc. Nat.
Acad. Sc. USA (1956). For the Artin formalism in a context of analysis, see J. Jor­
genson and S. Lang, "Artin formalism and heat kernels", J. reine angew. Math. 447
(1994) pp . 165-200.

We consider a category with objects {V} . As usual, we say that a finite group G
operates on V ifwe are given a homomorphism p :G --+ Aut(V). We then say that V is a
G-object, and also that p is a representation of Gin V. We say that G operates trivially
if peG) = id. For simplicity, we omit the p from the notation. By a G-morphism
f : V --+ V between G-objects, one means a morphism such thatf 0 (J = (J 0 ffor all (J E G.

We shall assume that for each G-object V there exists an object V /G on which G
operates trivially, and a G-morphism TCv. G : V --+ V /G having the following universal
property : Iff :V --+ V' is a G-morphism, then there exists a unique morphism

f /G : V /G --+ V '/G

making the following diagram commutative :

V~V'

j j
V/G~V'/G

In particular, if H is a normal subgroup of G, show that G/H operates in a natural way
on V/H .

Let k be an algebraically closed field of characteristic O. We assume given a functor
E from our category to the category of finite dimensional k-spaces. If V is an object in
our category, andJ: V --+ V' is a morphism, then we get a homomorphism

E(f) = [; : E(V) --+ E(V').

(The reader may keep in mind the special case when we deal with the category of
reasonable topological spaces, and E is the homology functor in a given dimension.)

If G operates on V , then we get an operation of G on E(V) by functoriality.
Let V be a G-object, and F : V --+ VaG-morphism. If PAt) = n(t - aJ is the

characteristic polynomial of the linear map F * :E( V) --+ E(V), we define

ZF(t) = n(1 - IXjt),
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and call this the zeta function of F. If F is the identity, then ZF(t) = ( I - t)B(U) where
we define R(U) to be dim, E(U).

Let Xbe a simple character of G. Let dx be the dimension of the simple repre sentation
of G belonging to X, and n = ord (G). We define a linear map on E(U) by lett ing

Show that e; = ex' and that for any positive integer II we have (ex 0 F*)P = ex 0 F~ .

If Pi t) = IT (t - Pix» is the characteristic pol ynomial of ex 0 F*, define

LFCt , x. U/G) = IT (1 - Pix)t).

Show that the logarithmic derivative of this function is equal to

Define LF(t, x, U/G) for any character Xby linearity. If we write V = U/G by abu se of
notation, then we also write LF(t , x, UIV ). Then for any x, x' we have by definit ion,

We make one additional assumption on the situation :
Assume that the characteristic polynomial of

is equal to the characteristic polynomialofF/G on E(U/G). Prove the following statement:
(a) IfG = {I} then

(b) Let V = U/G. Then

(c) Let H be a subgro up of G and let rjJ be a character of H. Let W = U/H, and let
rjJGbe the induced character from H to G. Then

(d) Let H be normal in G. Then G/H operates on U/H = W. Let rjJ be a character
of G/H, and let X be the character of G obtained by composing rjJ with the
canonical map G -> G/H. Let qJ = F/H be the morphism induced on

U/H = W.

Then
L,p(t, rjJ , W/ V) = LF(t, x. U/V).

(e) If V = U/G and R(V) = dim, E( V), sho w that (1 - t)B(V ) divides (1 - tl(U).
Use the regular charac ter to determine a factorization of (1 - tllU).
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27 . Do this exercise after you have read some of Chapter VII . The point is that for fields
of characteristic not dividing the order of the group, the representations can be obtained
by "reducing modulo a prime" . Let G be a finite group and let p be a prime not
dividing the order of G. Let F be a finite extension of the rationals with ring of
algebraic integers OF' Suppose that F is sufficiently large so that all F-irreducible
representations of G remain irreducible when tensored with Qa = Fa. Let p be a
prime of OF lying above p, and let op be the corresponding local ring . .

(a) Show that an irreducible (G, F) -space V can be obtained from a (G, op)­
module E free over oj., by extending the base from o, to F, i.e . by tensoring
so that V = E Q9 F (tensor product over op) .

(b) Show that the reduction mod p of E is an irreducible representation of G in
characteristic p . Inother words, let k = 011'=op /mp where mp is the maximal
ideal of op. Let E(p) = E Q9 k (tensor product over op). Show that G operates
on E( 1') in a natural way , and that this representation is irreducible . In fact,
if X is the character of G on V, show that X is also the character on E, and
that X mod rn p is the character on E(1').

(c) Show that all irreducible characters of G in characteristic p are obtained as
in (b) .



CHAPTER XIX
The Alternating Product

The alternating product has applications throughout mathematics . In differ­
ential geometry, one takes the maximal alternating product of the tangent space
to get a canonical line bundle over a manifold . Intermediate alternating products
give rise to differential forms (sections of these products over the manifold) . In
this chapter, we give the algebraic background for these constructions .

For a reasonably self-contained treatment of the action of various groups of
automorphisms of bilinear forms on tensor and alternating algebras, together
with numerous classical examples, I refer to:

R. HOWE, Remarks on classical invariant theory, Trans. AMS 313 (1989),
pp . 539-569

§1 DEFINITION AND BASIC PROPERTIES

Consider the category of modules over a commutative ring R.
We recall that an r-multilinear map f: E(') --+ F is said to be alternating

if !(XI, ... , x.) = 0 whenever Xi = Xj for some i =1= j .
Let ar be the submodule of the tensor product F(E) generated by all elements

of type

Xl @ . . . @x,

where Xi = x j for some i =1= j. We define

/\'(E) = T'(E)/a, .

Then we have an r-multilinear map E(') --+ /\'(E) (called canonical) obtained

731
S. Lang, Algebra
© Springer Science+Business Media LLC 2002
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from the composition

E(r) --+ Tr(E) --+ T'(Ei]«, = /\ r(E).

XIX, §1

It is clear that our map is alternating. Furthermore, it is universal with respect
to r-multilinear alternating maps on E. In other words, if f :E(r) --+ F is such a
map, there exists a unique linear map f* : /\r(E) --+ F such that the following
diagram is commutative :

/\r(E)

E(r) /l
f.

<.
F

Our map f* exists because we can first get an induced map r(E) --+ F making
the following diagram commutative :

and this induced map vanishes on an hence inducing our f* .
The image of an element (XI " ' " x.) E E(r) in the canonical map into

/\r(E) will be denoted by Xl /\ ... /\ x. . It is also the image of Xl ® . .. ® x, in
the factor homomorphism Tr(E) --+ /\r(E).

In this way, r: becomes a functor, from modules to modules . Indeed, let
u: E ~ F be a homomorphism. Given elements XI , . . . , x, E E, we can map

(xI>' . . , xr) ~ U(XI) 1\ • • • 1\ u(xr) E Ar(F).

This map is multilinear alternating, and therefore induces a homomorphism

A r(u): Ar(E) ~ Ar(F).

The association u ~ Ar(u) is obviously functorial.

Example. Open any book on differential geometry (complex or real) and
you will see an application of this construction when E is the tangent space of
a point on a manifold , or the dual of the tangent space . When taking the dual,
the construction gives rise to differential forms .

We let /\(E) be the direct sum

00

/\ (E) = EB /\ r(E).
r=O
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We shall make I\(E) into a graded R-algebra and call it the alternating algebra
of E, or also the exterior algebra, or the Grassmann algebra. We shall first
discuss the general situation, with arbitrary graded rings .

Let G be an additive monoid again, and let A = EB A r be a G-graded
reG

R-algebra. Suppose given for each A r a submodule an and let a = EB o..
reG

Assume that a is an ideal of A . Then a is called a homogeneous ideal, and we can
define a graded structure on A/a. Indeed, the bilinear map

sends o, x Asinto ar +sand similarly, sends Ar x as into ar +s' Thus using repre­
sentatives in An As respectively, we can define a bilinear map

and thus a bilinear map A/a x A/a -+ A/a, which obviously makes A/a into a
graded R-algebra .

We apply this to r(E) and the modules u, defined previously. If

in a product X l II. . . . II. x., then for any Yl " ' " Ys E E we see that

X l II. .. . II. x, II. Yl II. .. . II. Ys

lies in ar +s ' and similarly for the product on the left. Hence the direct sum EB o,
is an ideal of T(E), and we can define an R-algebra structure on T(E)/a. The
product on homogeneous elements is given by the formula

We use the symbol II. also to denote the product in I\(E). This product is called
the alternating product or exterior product. If x E E and y E E, then
x A y = - y A x , as follows from the fact that (x + y) A (x + y) = O.

We observe that 1\ is a functor from the category of modules to the category
ofgraded R-algebras. To each linear map f : E -+ F we obtain a map

rs» :I\(E) -+ I\(F)

which is such that for Xl ' ... , x, E E we ha ve

Furthermore, I\(f) is a homomorphism of graded R-algebras.
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Proposition 1.1. Let E be free of dimension n over R. If r >I n then
I\r(£) = O. Let { VI' . . . , vn} be a basis of E over R . If I ~ r ~ n, then
I\r(£) is free over R, and the elements

form a basis of I\r(E) over k. We have

dim, I\r(E) = (~).

Proof We shall first prove our assertion when r = n. Every element of E
can be written in the form L ai Vi> and hence using the formula x /\ y = - y /\ X

we conclude that VI /\ •. • /\ Vn generates I\n(E). On the other hand, we know
from the theory of determinants that given a E R, there exists a unique multi­
linear alternating form fa on E such that

Consequently, there exists a unique linear map

taking the value a on VI /\ ' " /\ Vn • From this it follows at once that
VI /\ •• • /\ Vn is a basis of I\n(E) over R.

We now prove our statement for I ~ r ~ n. Suppose that we have a relat ion

0= "a(.)v. /\ ... /\ v·L I I I I,.

with i 1 < . .. < i rand a ti ) E R. Select any r-tuple (j) = (j1> • . • , ir) such that
il < . ,. < ir and letjr +I" " .i, be those values of i which do not appear among
01, ' " ,i r)' Take the alternating product with vi, +I /\ . . • /\ vin' Then we shall
have alternating products in the sum with repeated components in all the terms
except the (j)-term, and thus we obtain

Reshuffling Vii /\ .. . /\ vin into VI /\ ••• /\ Vn simply changes the right-hand
side by a sign. From what we proved at the beginning of this proof, it follows
that a(j) = 0. Hence we have proved our assertion for I ~ r ~ n.

When r = 0, we deal with the empty product, and I is a basis for 1\O(E) = R
over R. We leave the case r > n as a trivial exercise to the reader.

The assertion concerning the dimension is tri vial, considering that there is a
bijection between the set of basis elements, and the subsets of the set of integers
(1, . .. , n).
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Remark. It is possible to give the first part of the proof, for I\n(E), without
assuming known the existence of determinants. One must then show that an
admits a l-dimensional complementary submodule in Tn(E). This can be done
by simple means, which we leave as an exercise which the reader can look up
in the more general situation of §4 . When R is a field, this exercise is even more
trivial, since one can verify at once that VI @ . .. @ u; does not lie in an- This
alternative approach to the theorem then proves the existence of determinants .

Proposition 1.2. Let

o~ E' ~ E ~ E"~ 0

be an exact sequence offree R-modules offinite ranks r, n, and s respectively.
Then there is a natural isomorphism

cp : I\ rE' 0 I\s E"~ 1\-e.

This isomorphism is the unique isomorphismhaving thefollowing property. For
elements VI ' . . . , u; E E' and WI' . .. , W s E E", let UI . . . . , Us be liftings of
WI • . . . , W s in E. Then

CP«VI /\ . .. /\ vr) @ (wI /\ .. . /\ ws)) = VI /\ . .. /\ Vr /\ UI /\ . . . /\ us'

Proof. The proof proceeds in the usual two steps . First one shows the
existence of a homomorphism cP having the desired effect. The value on the right
of the above formula is independent of the choice of UI " . . , Us lifting
wI' . . . , W s by using the alternating property, so we obtain a homomorphism cp .
Selecting in particular {VI' . . . , vr } and {WI' ... , ws } to be bases of E' and E"
respectively, one then sees that cp is both injective and surjective . We leave the
detail s to the reader.

Given a free module E of rank n, we define its determinant to be

det E = I\maxE = 1\-t:

Then Proposition 1.2 may be reformulated by the isomorphism formula

det(E') 0 det(E") = det(E).

If R = k is a field, then we may say that det is an Euler-Poincare map on the
category of finite dimensional vector spaces over k.

Example. Let V be a finite dimensional vector space over R. By a volume
on V we mean a norm IIII on det V. Since V is finite dimensional , such a norm
is equivalent to assigning a positive number c to a given basis of det(V) . Such
a basis can be expressed in the form el /\ . .. /\ en' where {e. , ... , en} is a basis
of V. Then for a E R we have

Ilael /\ .. . /\ enll = laic.
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In analysis, given a volume as above, one then defines a Haar measure JL on V
by defining the measure of a set S to be

JL (S) = f llel II ... II enll dx , ... dxn,
s

where xI ' . . . , xn are the coordinates on V with respect to the above basis. As
an exercise , show that the expression on the right is the independent of the choice
of basis .

Proposition 1.2 is a special case of the following more general situation. We
consider again an exact sequence of free R-modules of finite rank as above . With
respect to the submodule E' of E, we define

1\7E = submodule of I\nEgenerated by all elements

XiI /\ . .. /\ x; /\ Yi+I /\ . . . /\ Yn

with XiI' . . . , x; E E' viewed as submodule of E.

Then we have a filtration

Proposition 1.3. There is a natural isomorphism

Proof Let x';, . .. , x:-i be elements of E", and lift them to elements
YI' . . . , Yn-i of E. We consider the map

(X'I"'" xi, x'; , ... ,X:-i) t---+ X'I /\ ... /\ xi /\ Y I /\ ... /\ Yn- i

with the right-hand side taken mod 1\7+IE. Then it is immediate that this map
factors through

and picking bases shows that one gets an isomorphism as desired.

In a similar vein, we have :

Proposition 1.4. Let E = E' EB E" be a direct sum of finite fr ee modules .
Then for every positive integer n, we have a module isomorphism

I\nE ~ EB I\PE' ® I\qE".
p+q=n
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In terms of the alternating algebras, we have an isomorphism

I\E:=:: I\E' @su I\E" .

where @su is the superproduct of graded algebras.

Proof. Each natural injection of E' and E" into E induces a natural map on
the alternating algebras , and so gives the homomorphism

I\E' @ I\E" -+ I\E,

which is graded, i.e. for p = 0, . . . , n we have

To verify that this yields the desired isomorphism, one can argue by picking
bases, which we leave to the reader . The anti-commutation rule of the alternating
product immediately shows that the isomorphism is an algebra isomorphism for
the super product I\E' e; I\E".

We end this sect ion with comments on duality. In Exercise 3, you will prove :

Proposition 1.5. Let E be free of rank n over R. For each positive integer
r, we have a natural isomorphism

The isomorphism is explicitly described in that exercise. A more precise property
than "natural" would be that the isomorphism is functorial with respect to the
category whose objects are finite free modules over R, and whose morphisms
are isomorphisms .

Examples. Let L be a free module over R of rank 1. We have the dual
module LV = HomR(L, R), which is also free of the same rank . For a positive
integer m, we define

L@-m = (LV)@m = LV@ . . . 0 LV (tensor product taken m times) .

Thus we have defined the tensor product of a line with itself for negative integers .
We define L@O = R. You can easily verify that the rule

L@P 0 L@q :=:: L@(p+q)

holds for all integers p, q E Z, with a natural isomorphism. In particular, if
q = -p then we get R itself on the right-hand side .

Now let E be an exact sequence of free modules:
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We define the determinant of this exact sequence to be

det(E) = ® det(Eiy~(-I ); .

XIX, §2

As an exercise, prove that det(E) has a natural isomorphism with R, functorial
with respect to isomorphisms of exact sequences.

Examples. Determinants of vector spaces or free modules occur in several
branches of mathematics , e.g. complexes of partial differential operators, homol­
ogy theories, the theory of determinant line bundles in algebraic geometry, etc .
For instance, given a non-singular projective variety V over C, one define s the
determinant of cohomology of V to be

det H(V) = ® det H i(V)0( -Ii,

where H i(V) are the cohomology groups. Then det H(V) is a one-dimensional
vector space over C, but there is no natural identification of this vector space
with C , because a priori there is no natural choice of a basi s . For a notable
application of the determinant of cohomology, following work of Faltings, see
Deligne , Le determinant de la cohomologie, in Ribet, K. (ed .) , Current Trends
in Arithmetical Algebraic Geometry, Proc . Arcata 1985. (ContemporaryMath. vol
67, AMS (1985) , pp . 93-178.)

§2. FITTING IDEALS

Certain ideals generated by determinants are coming more and more into
use, in several branches of algebra and algebraic geometry. Therefore I include
this section which summarizes some of their properties. For a more extensive
account, see Northcott's book Finite Free Resolutions which I have used , as well
as the appendix of the paper by Mazur-Wiles : "Class Fields of abelian extensions
of Q, " which they wrote in a self-contained way . (Invent. Math. 76 (1984), pp.
179-330.)

Let R be a commutative ring . Let A be a p x q matrix and B a q x s matrix
with coefficients in R. Let r ~ 0 be an integer. We define the determinant ideal
Ir(A) to be the ideal generated by all determinants of r x r submatrices of A.
This ideal may also be described as follows. Let S~ be the set of sequences

J = ii.. .. . ,jr) with 1 ~ i, < i, < < jr ~ p.

Let A = (aij)' Let 1 ~ r ~ min(p, q). Let K = (k \, , kr ) be another element
of S~. We define

ahk, ahk2 «»:

A(r) - ahk, ahk2 ahkr
JK -

«», ajrk2 ajrkr
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where tile vertical bars denote the determinant. With J, K ra nging over S~

we may view A1k as the JK-component of a matrix A(r) which we call the r-th
exterior power of A.

One may also describe the matrix as follcws . Let {e. , . . . , ep } be a basis of
RP and {u" . . . , uq } a basi s of R" , Then the elements

e, /\ .. . /\ e,
)1 J,.

form a basis for !\RP and similarly for a basis of !\Rq. We may view A as a
linear map of RP into R", and the matrix AIr) is then the matrix representing the
exterior power !\rA viewed as a linear map of !\RP into !\Rq. On the whole,
this interpretation will not be especially useful for certain computations, but it
does give a slightly more conceptual context for the exterior power. Just at the
beginning , this interpretation allows for an immediate proof of Proposition 2.1 .

For r = 0 we define A(O) to be the 1 x 1 matrix whose single entry is the
unit element of R. We also note that A(1) = A.

Proposition 2.1. Let A be a p X q matrix and B a q X s matrix . Then

If one uses the alternating products as mentioned above, the proof simply
says that the matrix of the composite of linear maps with respect to fixed bases
is the product of the matrices. If one does not use the alternating products, then
one can prove the proposition by a direct computation which will be left to the
reader.

We have formed a matrix whose entries are indexed by a finite set S~. For
any finite set S and doubly indexed family (cJ K ) with J, K E S we may also
define the determinant as

det(C}K) = L E(O')( n C} .G(}))
G } eS

where 0' ranges over all permutations of the set.
For r ~ 0 we define the determinant ideallr(A) to be the ideal generated by

all the components of A(r) , or equivalently by all r x r subdeterminants of A.
We have by definition

A(O) = Rand A(1) = ideal generated by the components of A.

Furthermore

l/A) = 0 for r> min(p, q)

and the inclusions
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By Proposition 10.1, we also have

XIX, §2

( I) fr(AB) c fr(A) n fr(B).

Therefore, if A = VBV' where V, V' are square matrices of determinant I , then

(2) fr(A) = [reB).

Next, let E be an R-module. Let X l' . . . , x q be generators of E. Then we
may form the matrix of relations (ai ' .. . , aq) E Rq such that

q

L a j Xj = O.
j= I

Suppose first we take only finitely many relations, thus giving rise to a p x q
matrix A. We form the determinant ideal [rCA). We let the determinant ideals
of the family of generators be :

[r(X I" ", xq) = fr( x) = ideal generated by fr(A) for all A.

Thus we may in fact take the infinite matrix of relations, and say that [rex) is
generated by the determinants of all r x r submatrices. The inclu sion rela tions
of (I ) show that

R = f o(x)::> fl(x)::> fix)::> ...

fr( x) = 0 if r > q.

Furthermore, it is easy to see that if we form a submatrix M of the matrix of all
relations by taking only a family of relations which generate the ideal of all
relations in R'', then we have

fr (M) = [rex).

We leave the verification to the reader. We can take M to be a finite matrix when
E is finitely presented, which happens if R is Noetherian.

In terms of this representation of a module as a quotient of R", we get the
following characterization.

Proposition 2.2. Let Rq~ E~ 0 be a representation of E as a quotient of
Rq, and let Xl" ' " xq be the images of the unit vectors in R", Then fr(x) is the
ideal generated by all values

where WI' .. . , w, E Ker(Rq -+ E) and A. E L~(Rq, R).

Proof. This is immediate from the definition of the determinant ideal.
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The above proposition can be useful to replace a matrix computation by a
more conceptual argument with fewer indices . The reader can profitably trans­
late some of the following matrix arguments in these more invariant terms .

We now change the numbering, and let the Fitting ideals be:

when k » q.

Lemma 2.3. The Fitting ideal Fk(x) does not depend on the choice of
generators (x) .

Proof. Let YI' . . . , Ys be elements of E. We shall prove that

Ir(x) = Ir+,(x, y).

The relations of (x, y) constitute a matrix of the form

all al q 0 0

w= a p l a pq 0 0
bll b l q I 0 0

bSI bsq 0

By elementary column operations, we can change this to a matrix

and such operations do not change the determinant ideals by (2). Then we
conclude that for all r ~ 0 we have

Ir(A) = Ir+.(W) c Ir+.(x, y).

This proves that Ir(x) c Ir+.(x, y).
Conversely, let C be a matrix of relations between the generators (x, y).

We also have a matrix of relations

z=

C

By elementary row operations, we can bring this matrix into the same shape
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as B above, with some mat rix of relati ons A' for (x), namel y

Then

XIX, §2

whence Ir+s(C) c Ir(x). Taking all possible matrices of relations C sho ws
that Ir+.(x , y) c Ilx), which combined with the previous inequality yields
Ir+.(x , y) = Ir(x).

Now given two families of generators (x) and (y), we simply put them side
by side (x, y) and use the new numbering for the F, to conclude the proof of
the lemma.

Now let E be a finitely generated R-module with presentation

°-+ K -+ Rq -+ E -+ 0,

where the sequence is exact and K is defined as the kernel. Then K is generated
by q-vectors, and can be viewed as an infinite matrix. The images of the unit
vectors in Rq are generators (x I ' ... ,xq). We define the Fitting ideal of the
module to be

Lemma 2.3 shows that the ideal is independent of the choice of presentation .
The inclu sion relations of a determinant ideal I/A ) of a matrix now translate
into reverse inclu sion relations for the Fitting ideal s , namel y:

Proposition 2.4.

(i) We have

(ii) If E can be generated by q elements, then

(iii) If E isfinitely presented then Fk(E) is finitely generated for all k .

Thi s last sta tement merel y repe at s the property that the determinant ideals of a
matrix can be genera ted by the determinan ts associated with a finite submatrix
if the ro w space of the matrix is finitel y generated .


